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Abstract

The problem of enriching distributed communication has been tackled extensively by

conventional investigations of videoconferencing technology. However, standard tools

for computer-mediated communication have yet to offer a level of social engagement

that compares to the gold standard of face-to-face interaction. While a number of

systems attempt to bridge this gap by providing reasonable support for non-verbal

cues, such systems typically attempt to improve collaboration of a practical nature.

As such, we were interested in exploring the extent to which computer-mediated

technology could support human activities necessitating a greater level of creativ-

ity, playfulness and spontaneity. An additional motivation was understanding how

distributed collaboration could improve on its co-present counterpart, by leveraging

its underlying technology towards further assisting target users in effectively accom-

plishing the activity at hand.

As musical performance can be considered creative activity necessitating multi-

ple levels of communication and interaction among its participants, we decided to

investigate the topics above within the context of distributed musical performance.

Given that Computer-Supported Cooperative Work research has illustrated that suc-

cessful collaboration over a network is contingent not only on resolving technological

complexities, but also on the development of appropriate interaction paradigms, we

opted to undertake our research from a user- rather than technology-driven per-

spective. The project was initially propelled by a traditional user-centered design

methodology. As such, we began by developing a thorough understanding of our

target end user, the musician, by means of contextual observations, interviews, and

persona profiles. The information we acquired subsequently inspired a number of sim-

ple prototype designs that, in turn, were used in formal user experiments to validate

the basic premise of augmenting distributed performance. Eventually, we increased

the level of user involvement through a long-term deployment and collaboration with

a three-piece ensemble, and a participatory design cycle with a composer.

The final result of our design and development efforts is a responsive environment

that augments distributed performance with dynamic, real-time, hands-free control
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over several aspects of the musicians’ sound, enabling them to seamlessly change vol-

ume, affect reverb, adjust the mix, and perceive spatialized audio rendering, without

detaching themselves from their higher-level activity. Furthermore, a derivative of

this system that provides such features within the context of musical composition

was also developed.

Our user-driven design of a novel interactive musical system was not without its

share of difficulties. The non-utilitarian nature of the users’ tasks poses special chal-

lenges, requiring attention to benchmarks, evaluation techniques and alternatives

to formal quantitative testing that are suitable to the exacting nature of musical

performance. Such challenges are by no means unique to the context of musical

performance, but inherent to many creative and artistic domains. As such, this dis-

sertation contributes two novel artefacts—a responsive environment for distributed

performance, and a responsive environment for composition—along with a set of

recommendations based on our experiences working with a unique and creative end

user whose needs cannot easily be defined. In turn, our solutions may be of help to

developers looking to acquire a deeper understanding of the user experience that the

traditional notion of usability alone does not afford.
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Résumé

Le problème de l’enrichissement de la communication distribuée a été largement

abordé par les enquêtes classiques de la technologie de vidéoconférence. Cependant,

les outils standards pour la communication médiatisée par ordinateur n’offrent pas

encore un niveau d’engagement social qui compare a l’étalon-or de l’interaction face-

à-face. Bien qu’un certain nombre de systèmes tentent de combler cet écart en

fournissant un soutien raisonnable pour les indices non-verbaux, ces systèmes tentent

généralement d’améliorer la collaboration de nature pratique. Pour cette raison, nous

nous sommes intéressés à explorer la mesure dans laquelle la technologie médiatisée

par ordinateur puisse soutenir les activités humaines qui nécessitent un plus grand

niveau de créativité, ludisme et de spontanéité. Une motivation supplémentaire était

notre désir de comprendre la manière dont laquelle la collaboration distribuée puisse

surpasser son homologue du cas co-présent, en profitant de sa technologie sous-jacente

pour aider les utilisateurs à accomplir leurs activités plus effectivement.

Comme la performance musicale peut être considérée une activité créative qui

nécessite plusieurs niveaux de communication et d’interaction entre ses participants,

nous avons décidé d’enquêter les sujets ci-dessus dans le cadre de la performance mu-

sicale distribuée. Puisque la recherche sur le travail coopératif assisté par ordinateur

a démonstré que le succès de la collaboration sur un réseau depend non seulement sur

la résolution des complexités de la technologie, mais aussi sur le développement des

paradigmes d’interactions appropriés, nous avons opté d’entreprendre notre recherche

selon une perspective axée sur l’utilisateur, plutôt que sur la technologie. Le project

était initialement propulsé par la méthodologie de conception centrée sur l’utilisateur

traditionelle. Nous avons ensuite haussé le niveau de participation des utilisateurs à

travers un déploiment et collaboration à long terme avec un ensemble de trois pièces,

et un cycle de conception participative avec un compositeur.

Le résultat final de nos efforts de conception et de développement est un système

qui augmente la performance musicale distribuée avec des contrôles dynamique, aux

mains libres, en temps réel sur plusieurs aspects du son musical. Notre système per-

met aux musiciens de changer leur volumes, d’ajuster leurs niveaux de réverbération,
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de régler leur mixage, et de percevoir des effets audio spatialisés, tout d’une façon

transparente qui ne nécessite pas qu’ils se détachent de leur activité de niveau

supérieure. En outre, un dérivé de ce système qui fournit ces mêmes caractéristiques

dans le contexte de la composition musicale a également été développé.

Notre conception axée sur l’utilisateur d’un système musical interactif n’était pas

sans part sa part de défis. Le caractère non-utilitaire des tâches des utilitsateurs pose

des difficultés particulières, exigeant une attention spéciale aux indices de référence

et techniques d’évaluation, et des alternatives aux tests quantitatifs formels qui sont

adaptés à la nature de la performance musicale. Ces défis ne sont pas uniques

au context musical, mais sont aussi inhérent à plusieurs domaines créatifs et artis-

tiques. En conséquence, cette thèse contribue deux objects fabriqués nouveaux—un

environment réactif for la performance distribuée et un environment réactif for la

composition musicale—accompaniés par une série de recommendations basées sur

nos éxperiences en travaillant avec des utilisateurs créatifs et uniques, les besoins de

qui ne peuvent pas être facilement définis. À leur tour, nos solutions pourrait être

utiles aux développeurs qui cherchent à acquérir une compréhension plus profonde

de l’expérience de l’utilisateur que la notion traditionelle d’utilisabilité ne peut pas

offrir.
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Chapter 1

Introduction

According to Ackerman, one of the challenges central to the field of Computer-

Supported Cooperative Work (CSCW) can be described as the “social-technical gap”,

a mismatch resulting from the flexible and nuanced nature of human activity when

contrasted with the rigid and brittle nature of technical systems [1]. Thus, the author

continues, bridging this gap through computational entities (e.g. information trans-

fer, roles, and policies) that are also flexible and nuanced in nature, is essential to the

successful design of CSCW applications. This is particularly crucial for distributed

collaborative environments, where participants often suffer from a lowered sense of

shared awareness, and a decrease in mutual perception of non-verbal cues (e.g., gaze

direction, gestures, posture) [171]. Such a problem has been tackled extensively by

conventional investigations of videoconferencing technologies: telepresence systems,

shared virtual table environments (SVTE) and mobile remote presence (MRP) sys-

tems have all emerged in a bid to enrich social engagement within the distributed

context. However, such systems strive to improve collaborations of a functional na-

ture, helping to improve cooperation on specific, work-related tasks among remote

participants. In an effort to explore the breadth of human activity that computer-

mediated communication can enrich, we became particularly interested in examining

the creative, ludic and spontaneous aspects of social interaction within a distributed

context. An additional motivation was the question of whether distributed collab-

oration could improve on its co-present counterpart by leveraging its underlying
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technology towards further assisting target users in effectively accomplishing the ac-

tivity at hand. One area particularly suited for such investigations, given its socially

and temporally exacting nature, is that of distributed musical performance, more

formally referred to as network musical performance (NMP).

As CSCW research illustrates, however, successful collaboration over a network

is contingent not only on resolving technological challenges, but also on the develop-

ment of interaction paradigms that can support both the complexities and subtleties

of cooperative behaviour. As such, many researchers approach the design of dis-

tributed collaborative environments from the user- rather than technology-driven

perspective commonly advocated in human-computer interaction (HCI) research.

As a temporally exacting activity, demanding multiple levels of communication be-

tween the players [47], we argue that the design of novel interactive musical tools can

benefit from, and should be afforded, the same level of attention to user needs and

behaviours. The only caveat, however, is that user-centered methodologies require

careful consideration when applied within the context of musical performance, for

reasons discussed below.

Experts in music technology research have for long acknowledged the benefits

their field stands to gain from HCI research. Tanaka, for instance, argues that

“[i]nstrumental music. . . establishes rich forms of human-machine interaction that

catalyze human-human interaction”. Thus, the author continues, the successful

design of musical interfaces should be “the result of a fusion of computer-human

interface design and acoustic instrument lutherie” [179]. User-centered techniques

in particular have enjoyed a growing popularity among developers of new musical

interfaces (NMIs)—a term by which we describe novel interactive music systems,

gestural controllers, sound installations and sonic environments—keen on improving

and sustaining performer and audience engagement. However, the design of NMIs

poses some rather interesting problems for traditional HCI techniques. First, the

performer is a very unique type of user: his “needs” can be difficult to establish,

given that novel artistic tools typically do not exist to a serve concrete purpose, the

way a document editor does for example. His “goals” when using such tools can also

be too ambiguous to define, seeing as he perhaps has never considered alternatives
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to his traditional gear. Such challenges are in fact encountered by many interface

designers looking to augment creative activities via computing technology: from vi-

sual to performance arts, or even the more creative facets of graphic design or photo

editing, developing a thorough understanding of the artist-machine relationship is no

trivial task. Furthermore, as with any physically and mentally demanding activity,

the nature of musical performance imposes strict constraints on any interaction de-

sign: a musician’s hands are almost always busy playing an instrument. Naturally,

his auditory channel is occupied, listening to the sounds he and the other musicians

produce. His visual channel is less burdened, but still serves an important role in

communicating with his peers. In addition, unless he is a laptop music performer, it

is highly unlikely that he will detach himself from the performance and step over to

a mouse and keyboard. As a result, many considerations of usability design bear an

added level of complexity, and many traditional input and output paradigms become

unsuitable.

We decided to examine such challenges by taking a user-driven approach to the

design of a novel environment for NMP. By choosing an application area where

communication is strongly driven by creativity, self-expression and spontaneity, we

hoped to explore the ways in which CSCW systems could better support the “highly

flexible, nuanced, and contextualized” aspects of human activity [1]. In addition, we

hoped that lessons extrapolated from our efforts could be of use to other developers

interested in working on non-utilitarian systems or in creative domains. Given that

distributed performance, like many on-line activities, exhibits a decreased sense of

sociability among participants [106], we wanted the primary goal of our system to

be that of restoring the social aspects of performance. In addition, as Corness and

Schiphorst explain, “[p]erformers tacitly know how to pay close attention to bodily

cues that accompany movement, as they have consciously developed their awareness

of these cues to enabled skilled interaction with other performers” [55]. Thus, we

hoped that capitalizing on embodied performer-performer interactions would offer

the added advantage of enabling musicians to use our system’s functionality without

detaching themselves from the higher level task of performance. Furthermore, we

wanted to encourage musicians to delve into new sonic territories. By creating a
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system that allows them to experiment with paradigms that traditional performance

does not support, we hoped to make the concept of distributed performance more

alluring. Determining the type of functionality our system should afford, however,

was no trivial task. We had a number of criteria in mind. First, as a means of

extending the social aspects of traditional ensemble music into NMP, we wanted the

system to be driven by the interpersonal interactions between distributed musicians.

Second, we wanted to offer performers unprecedented control over aspects of their

instrumental mix at any given time. Finally, we wanted all controls to be easy to

learn and use, and all mappings to be transparent, offering a clear link between user

input and system output.

Our efforts resulted in an augmented distributed performance environment that

allows musicians to utilize common gestures and behaviours, such as head tilting,

body turning and simple motion, as a means of affecting each other’s volume and

reverb levels, adjusting audio mixes and experiencing spatialized sound. The system

was designed for relaxed performance settings that include room for improvisation

or experimentation (e.g., loose rehearsals or jams). An example use case scenario for

our system would involve geographically displaced friends who wish to play music

together over a network, but seek alternatives to traditional videoconferencing that

can further enrich their interpersonal interactions. Our performance environment

can currently only support electric or electronic (rather than acoustic) instruments,

in order to ensure that the modified audio mix played back through the musicians’

headphones is not overshadowed by the actual sound of their instruments.

Our user-centric design of a novel, interactive performance environment was met

with several challenges. First, given that the vast majority of musicians have never

partaken in distributed performance, even a carefully developed understanding of

the target users could not help us anticipate the types of interaction they would

find useful or the problems they may encounter. Furthermore, the standard notion

of usability is not particularly suited to our context, given that the benchmarks

of musical performance tend to be hedonic, subjective qualities such as enjoyment,

creativity and self-expression. Finally, we found the insight gained from formal,

multi-user, quantitative experiments to be rather limited, as they lacked the depth
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of knowledge necessary to guide us towards significantly improving the overall user

experience with our system. These factors encouraged us to develop user-centric

approaches, benchmarks and evaluation criteria tailored to the unique nature of

musical performance, as described throughout the remainder of this dissertation. As

stated earlier, NMI designers have long benefited from HCI knowledge. Nonetheless,

we believe that the lessons drawn from taking a purely user-centric approach to the

design of novel musical controllers and environments can also be of great use to

interface developers wishing to approach creative applications in a rigorous fashion.
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Chapter 2

Background and Previous Works

2.1 Computer-Supported Cooperative Work

In 1984, Grief and Cashman invited researchers from varied disciplines to explore

the ways in which newly emerging office automation techniques could better support

workplace practices [86]. It was during this workshop that the term “Computer-

Supported Cooperative Work” was first coined, paving the way for a new “design

oriented research area” that has since continued to grow [42]. While Cartensen and

Schmidt contend that some debate may surround the exact definition of CSCW,

the authors broadly describe the field as one aiming to address “how collaborative

activities and their coordination can be supported by means of computer systems”

[42]. The vast majority of CSCW systems, also often referred to as groupware,

continue to be categorized according to the matrix introduced by Johansen in 1988,

and seen here in Figure 2.1 [102]. In essence, collaborations may take place between

remote and/or co-located participants, in a synchronous or asynchronous fashion.

Early and popular examples of CSCW include the media spaces developed at

the Xerox Palo Alto Research Center (PARC) in the mid-1980s. Described as “[a]n

electronic setting in which groups of people can work together, even when they are

not resident in the same place at the same time”, media spaces allowed participants to

create real-time visual and acoustic environments spanning several, physically remote

areas. The images and sounds produced in such environments could also be recorded
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Fig. 2.1: Computer-Supported Cooperative Work matrix, originally proposed by
Johansen, and later updated by Baecker et al., adapted from reference [9]

for later access [20]. As part of the Ontario Telepresence Project, Buxton et al. later

merged the idea behind media spaces with the tenets of ubiquitous computing. The

result, dubbed Ubiquitous Video, or UbiVid, helped expand interactions between

remote participants from dedicated areas to entire workspaces [32]. For instance,

Buxton re-configured his office to include various locations where remote visitors

could appear: on his desk for one-on-one work, at the coffee table where he holds

informal meetings or above his door to check his availability. One of the visiting

researchers on the Ontario Telepresence Project was Ishii, who also made significant

contributions to early CSCW research. In particular, Ishii introduced the notion

of “shared workspaces” as systems that “overcome space and time constraints, and

support dynamic collaboration in a work group” [99]. Shared workspaces are designed

as a continuous extension of individual work areas, allowing for a seamless, two-way

transition between collaborative and individual modes of work. Ishii first exemplified

this notion through the TeamWorkStation, a system that not only fused images of

its users’ desktops with their computer screens, but also allowed them to share their

favourite tools from either spaces with other collaborators. The concept of shared

workspaces was also a foundation of Ishii’s ClearBoard, a drawing medium that

allowed remote participants to collaborate over a drawing board using colour markers,

electronic pens and natural gestures, all while maintaining direct eye contact with
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one another [101].

While such early works allowed their developers to explore the various facets

of an emerging field, it became particularly apparent to them that the success of

CSCW systems is contingent on more than simply novel technology. The developers

of media spaces, for instance, explain that “[t]echnologies to support collaborative

work are defined by the social setting and by the nature of the work, as well as by

the features of the technology” [20]. Such an observation is supported by one of

the key findings of the Ontario Telepresence Project, whose chief sociologist stressed

that “[t]echnology fails often for social, not technical reasons” [31]. Finally, Ishii et

al. highlighted their choice of a user rather than technology-driven design approach,

in a bid to create systems that “respect the skills that people use in everyday life”

[100]. Such views were in fact distilled by Bannon, who found early CSCW systems

to be particularly instrumental in uncovering certain “fictions” about how people

integrate tools into their work, and instead encouraged researchers to focus their

attention on the nature of collaboration within various settings and contexts [11].

As such, successful CSCW systems must evolve from a thorough understanding of the

ways people work and collaborate with one another. Ackerman, for instance, states

that “CSCW systems need to have at their core a fundamental understanding of how

people really work and live in groups, organizations, communities, and other forms

of collective life” [1]. Such a view is supported by Rodden and Blair, who emphasize

that “CSCW researchers must focus their efforts to understand and account for the

characteristics of cooperative work”, as well as Cartensen and Schmidt, who argue

that CSCW necessitates a “much better and well conceptualized understanding of

cooperative work and its complexity” [42, 161]. Similarly, Sauppé and Mutlu argue

that the design of CSCW systems that can effectively support remote collaboration

must be informed by “a better understanding of how people collaborate face-to-face

and the mechanisms that they use to coordinate their actions” [165].

It therefore comes as no surprise that a number of researchers advocate the adop-

tion of user-driven techniques when it comes to designing CSCW applications, with

Bannon and Schmidt going as far as warning that a technology-driven approach

could “dilute” the field [13]. Gross et al. add that since CSCW consists, in fact, of a
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collection “socio-technical systems”, focusing solely on the development of technical

features “ignores the potential influence of distributed information of users. . . and

their behavior” [84]. As a result, a number of researchers have attempted to im-

prove the design of CSCW systems through in-depth studies of user behaviours

and gestures during collaborative activities. For instance, Penichet et al. proposed a

Task-Oriented and User-Centred Process Model for Developing Interfaces for Human-

Computer-Human Environments, or TOUCHE, in response to the shortcomings of

traditional software engineering analysis models within the context of CSCW. The

authors argue that while such models may uncover “static and behavioural issues”,

they are inadequate when it comes to modelling collaboration. As a result, TOUCHE

offers an iterative approach that places the participant-within-a-group at the center

of the development process [148]. As another example, Sauppé and Multu modelled

the predictive relationship between facial, gestural and vocal cues under dyadic inter-

action in an effort to understand how such cues affect perceived task success during

collaborative activities such as cooperation, instruction and negotiation. In turn, the

authors hoped such a comprehensive understanding of social cues might “inform the

design of collaboration tools that provide support for a wider range of social cues and

that adapt to the changing priorities of communication across different tasks” [165].

Similarly, Cornelius et al. developed a simple framework that characterizes existing

CSCW tools according to the mechanisms they use to transmit virtual gestures, the

roles of the participants within collaboration and the specific task domain. In ad-

dition, the authors used this framework as a basis for a study examining whether

surrogate gestures, which may be conveyed by drawing circles and arrows around

objects on a shared screen, or natural gestures, which utilize real-time videos of a

distant collaborator’s hands or body, are more suited to distributed collaborative

design tasks. Perhaps unsurprisingly, their study found that the latter performed

significantly better in reducing the distributed users’ cognitive load [54]. Such re-

sults are also consistent with the views of Kirk et al., whose study demonstrated

that the support of natural remote gestures is critical in helping distributed partic-

ipants develop a “common ground” during object-focused collaborative tasks. The

authors further argue that such an understanding of how remote gestures influence
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the grounding process can have significant implications to the design of CSCW tools

[114].

Interestingly, a number of authors view participatory design, also known as co-

operative design and later described in detail in Section 2.4, as simply an extension

of CSCW [42]. Kyng, for instance, describes cooperative design as an “instance of

cooperative work”, making computer support for cooperative design, by extension,

an “instance of computer support for cooperative work” [118]. Others, however,

such as Bannon, describe such a view as a “mistake that can only add to confu-

sion surrounding both fields” [11]. In fact, Bannon further argues that while user

involvement is important to the development of successful CSCW systems, the use

of participatory design techniques “does not automatically signify any focus on co-

operative work”. Thus, it is important to make a distinction between participatory

or cooperative design, and the design of systems for cooperative work. Instead, as

Cartensen proposes, participatory design should be viewed as a separate tradition

that should be applied to the design of CSCW applications if possible [42].

Designing CSCW applications from a user-driven perspective, however, is not

without difficulties. The success of an application designed with a focus on its in-

tended users is typically established by means of system evaluations conducted with

said users. However, while it may be relatively easy to evaluate the perceptual,

cognitive or motor variables that may be central to a single-user application in a

laboratory setting, the creation of an ecologically valid scenario for the evaluation of

a collaborative system can be far more challenging [85]. Furthermore, Penichet et

al. argue that the development of CSCW applications not only requires an under-

standing of the interactions of the users with a system, but also of their interactions

among themselves [148]. This is made particularly difficult by the fact that group

work typically evolves intermittently over longer stretches of time, as dictated by

its participants’ schedules and availabilities, putting the accuracy of observations

made during a single, fixed time slot into question. As such, Grudin explains that

“[t]ask analysis, design, and evaluation are never easy, but they are considerably

more difficult for CSCW applications than for single-user applications” [85].

One last concern in CSCW that we would like to touch upon, given its relevance
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to our work, is that of awareness. Described by Dourish and Bly as the ability to

know “who is ‘around’, what activities are occurring, who is talking with whom”,

awareness allows for the informal and spontaneous interactions that are key to main-

taining and improving working relationships, but that are often diminished within the

distributed context [61]. However, Cartensen describes mutual awareness as “[t]he

obvious and fundamental way to coordinate, align, mesh, etc. myriad interdependent

and yet distributed activities” [42]. As a result, Mills argues that CSCW researchers

should seek to improve our ability to achieve such awareness among participants

working through computers and across networks [137]. Awareness entails a certain

level of transparency among remote collaborators, allowing them to develop a sense

of trust and community that, in turn, encourages the playful and creative sides of

interaction. Furthermore, Gross et al. argue that awareness helps increase the orien-

tation of individuals within a group, thereby allowing them to make use of contextual

information to accomplish tasks more effectively [84]. As such, it is an aspect of co-

operative work that is particularly relevant to our interest in exploring distributed

performance, a context where musicians lose the mutual physical perception that is

central to successful musical collaboration.

The importance of awareness during performance was also tackled by Fencott and

Bryan-Kinns, who notably examined the application of various CSCW principles to

co-located musical collaboration [70]. Proposing the term Collaborative Digital Mu-

sical Interaction (CDMI) to describe “the phenomenon of technologically supported

group musical interaction”, the authors sought to explore questions of ownership,

territory and privacy, along with the roles that various participants may play while

collaborating, and the level of awareness required to support their activities [71].

Furthermore, Bryan-Kinns et al. introduced the notion of Interactional Sound and

Music (ISM) to denoting “multiple people interacting together using audio as the

primary modality” and, in comparing systems that can support such interaction to

standard CSCW applications, the authors also expressed the importance of mutual

awareness for successful collaboration [28]. Barbosa has also explored the applica-

bility of CSCW research to the musical domain, in a bid to better understand and

support the collaborative aspects of distributed performance that are often hampered
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by network delays. In fact, the author offers a classification system for “Computer-

Supported Cooperative Music” that is heavily inspired by Rodden’s CSCW matrix,

and even argues that developing paradigms specific to network musical collaboration

can lead to novel sonic systems that “express interesting new artistic results” [5].

Finally, we note that a common application area for the “same time/different

place” CSCW category that is directly relevant to our research interests is that of

videoconferencing, a topic we further explore in the following section.

2.1.1 From Videoconferencing to Telepresence

Videoconferencing systems, or groupware that aims to connect geographically dis-

placed participants through audio and video transmissions, are among some of the

most common CSCW applications. While early systems entailed expensive pro-

prietary software and hardware, the introduction of Internet Protocol (IP) based

videoconferencing in the 1990s provided access to the public at a relatively low cost.

Tools such as Skype or iChat further popularized desktop videoconferencing, allow-

ing face-to-face connections for millions of users around the world to become an

everyday reality. Nonetheless, many argue that current videoconferencing systems,

and particularly commercial ones, have failed on their promise to support mean-

ingful distributed social engagement. While some attribute the problem in part to

the limitations in video and/or audio quality that may arise from insufficient band-

width [46, 108], we argue that a far more significant problem is the inability of such

systems to preserve the “rich set of social behaviours and cues that we as humans

know and share” [2]. Eisert, for instance, describes standard videoconferencing as

“limited in its support of natural human-centered communication”, before adding

that the support they offer for cues such as body postures, subtle movements, gaze

direction, room acoustics, joint interactions, eye contact and other forms of non-

verbal communication tends to be problematic, lacking or entirely absent [64]. To

this, Sirkin adds that “[w]e use embodied non-verbal communications such as ges-

tures, body movements, posture, visual orientation, and spatial behavior in concert

with our verbal communication to signal our attention, express emotions, convey at-
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titudes, and encourage turn-taking, and. . . we (perhaps subconsciously) prefer that

our technological counterparts follow suit” [171].

The Hydra system, developed by Buxton et al. under the Ontario Telepresence

Project described in the previous section, attempted to address issues such as gaze

and spatial awareness. The system used independent communication devices dubbed

Hydra units, each with its own video display, microphone and speaker, distributed

on a local participant’s desk to allow for the spatial and acoustical separation of

remote collaborators [170]. In essence, such a configuration affords participants the

same spatial relationship they would benefit from if they were physically co-present

around a table. As such, the Hydra systems allows them to take advantage of “many

of the spatial cues of gaze awareness, head turning, gaze awareness and turn taking

that are found in face-to-face meetings” [32]. A number of subsequent telepresence

systems, or tools that aim to confer a higher level of co-presence than standard video-

conferencing systems, took their inspiration from the Hydra system. In particular,

shared virtual table environments (SVTE) emerged to give participants the impres-

sion of being seated together around a table, thereby allowing them, as Kauff et al.

explains, to “make use of rich communication modalities as similar as possible to

those used in a face-to-face meeting (e.g., gestures, eye contact, gaze awareness, real-

istic images, correct sound direction, etc) and eliminate the limits of non-immersive

teleconferencing, which impoverish communication (e.g., face-only images in sepa-

rate windows, unrealistic avatars, no eye contact)” [109]. Such systems also have

the added advantage of allowing for greater physical context than desktop video-

conferencing systems: participants are aware of their relative placements and, as

such, have a mutual physical reference frame [78]. Examples of such systems in-

clude TELEPORT, a teleconferencing system that merges a real local environment

with a virtual one to give its participants the illusion of sharing the same space [78],

and the Virtual Team User Environment (VIRTUE), a “tele-cubicle” that provides

a seamless transition between a real desk and a virtual conference table [109].

Such systems are particularly notable for expanding on the notion of shared

workspaces proposed by Ishii, and described in the previous section. While Ishii

envisioned workers sharing designated real and electronic work areas, SVTEs allow
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them to share entire rooms. By creating a seamless transition between the real and

the virtual, shared virtual table environments give users the impression of being part

of an extended perception space, and allow remote participants to be rendered under

a correct perspective view in the virtual environment [109], two factors which con-

tribute to an increased sense of co-presence. As an example, Gibbs et al. describe the

contribution of the TELEPORT system as its ability to mimic, using 3D modelling

and rendering, a shared physical context, and to provide life-sized display of remote

participants placed within a virtual space [78]. As such, displaced participants may

benefit from the same awareness of consensus regarding objects surrounding them

and the relative distance between them, which, in turn, confers a greater level of

immersion in the shared space.

A more recent trend in telepresence solutions aiming to transfer the richness

of face-to-face interactions to the distributed context is that of telerobotics, also re-

ferred to as telepresence robots, mobile remote presence (MRP) systems or embodied

proxies. In essence, such systems combine “a live video representation of the remote

worker with a local physical platform, often with human body-like proportions” [171].

Like the Hydra system or SVTEs, telepresence robots aim to restore the common

social cues and behaviours that typically allow us to perceive and communicate such

feelings as engagement, trust and persuasion [2]. Examples of such systems include

MeBot, a telerobot that not only communicates audio and video, but also expres-

sive gestures, body pose and proxemics [2]; the Texai Alpha system, which consists

of a mobile base, touchscreen, microphone, speakers, pan-tilt webcam, wide-angle

camera, and two laser range finders [123]; and Sirkin and Ju’s embodied proxies,

which connected a hemispherical base to a video screen by means of an articulating

“neck” that could pan and lift at the hemisphere, or tilt the screen itself, thereby

mimicking common head motions [171]. Another example is TeleHuman, which, al-

though not mobile, was designed to support greater awareness of gaze and pointing

gestures. TeleHuman comprises a life-sized cylindrical display, onto which 360◦ 3D

video models of remote users, captured through multiple Microsoft Kinect units, can

be rendered with perspective correction and stereoscopy using an off-the-shelf 3D

projector. By preserving 360◦ motion parallax as a viewer moves around the cylin-
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der, TeleHuman is able to support gaze awareness and gestural interaction beteween

distributed participants [113].

By supporting non-verbal cues and gestures, the distributed systems described

above are able to approximate face-to-face communication to a greater extent than

desktop videoconferencing systems, and, as such, are suitable for a wide variety of

collaborative tasks that extend beyond the context of the workplace. The TELE-

PORT system, for instance, was used by musicians in Geneva to rehearse with a

conductor in Germany as part of the Distributed Video Production project [78].

In fact, many systems for network musical performance take their inspiration from

videoconferencing tools. Examples of such distributed performance systems, among

several others, are thoroughly detailed in the next section.

2.2 Network Musical Performance

Continual advances in networking technology have led to a virtual collapse of geo-

graphical distances. As the field of Computer Supported Collaborative Work emerged

to address many of the ensuing social and technological effects, the notion of people

being apart yet feeling together has become quite commonplace. Remote collabora-

tion over a network, however, is not a task without its share of challenges for tightly

coupled interactive activities, the most glaring of which is arguably latency. Put

simply, there are restrictions on the transmission speed of data: while optical fibers

that operate at 99.7% of the speed of light have recently been developed [151], exist-

ing fiber optics networks can, under the most desirable of conditions, only reach up

to 70% [38]. This places the theoretical round trip-time (RTT) between New York

and San Francisco at approximately 44 ms, and this figure does not take compres-

sion, encoding and decoding, existing traffic on the network or transmission error

checking into account. As researchers began to investigate transmission protocols

that could address these issues, many turned to music as a testbed for studying the

system requirements for synchronous collaborative activities over distance: musical

performance is a temporally exacting activity demanding multiple levels of inter-

communication amongst the players and, therefore, it is quite suitable for testing
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stringent network requirements [47]. As far back as 1998, audio applications specif-

ically designed for next-generation networks were initiated to examine the effects

of latency and jitter on long-haul uni- and bidirectional data flow. On the other

hand, as exemplified through John Cage’s 1951 “Imaginary Landscape No. 4”, it

has become quite common for artists to take “cutting edge” technology and use it

to maximize the aesthetic and conceptual value of their work [6]. Thus, it was not

long before musicians began to make use of the audio applications described above

to experiment with sound over IP from a creative standpoint. The network was no

longer limited to being a platform for the unilateral distribution of digital content,

but began to act as a medium for high-quality bidirectional musical interaction,

propelling the field of distributed performance, more formally referred to as net-

work musical performance [39]. However, performers were quickly confronted with

the reality of time delays and quality losses. The unidirectional latency required to

achieve synchronous play must be lower than what is known as the one-way ensem-

ble performance threshold (EPT) of only 25 ms [169], a condition that is extremely

hard to achieve even under the most ideal of network conditions. To cope with this

drawback, a number of artists turned towards exploring alternative approaches for

performance over the network. In turn, many began questioning the merit of aiming

for synchronous presence with remote participants, choosing instead to investigate

the implications of remoteness. Renaud, for instance, considers latency to be a mu-

sical feature in its own right that can be used as a specific compositional tool [159].

Similarly, Tanaka describes the instinctive reaction to reduce delay in network per-

formance as a “misplaced motivation”, explaining that accepting latency can lead to

the creation of music that is idiomatic to the medium [178]. Furthermore, the author

likens the network’s temporal characteristics to those of any other physical acoustic

space, saying: “Seen in this light, it was the same as when composers consider the

acoustical characteristic of a concert space in which their work might be performed.

Composers of sacred music in the Medieval era were writing for reverberant cathe-

dral architectures. They were fully aware of this, even taking advantage of the long

reverberation times to “hide” secular melodies within the long, slowly moving lines

of the cantus firmus” [181]. Schroeder and Rebelo also encourage us to shift the em-
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phasis of “being there” towards a greater exploration of “being apart”, and further

claim that musicians, digital artists and performers are moving towards embracing

what computer programmers consider “problematic”, “disturbing” or “irritating”,

nd developing strategies for addressing loops, latencies and disruptions that can be

characteristic of a typical network [168]. Thus, we argue that there is strong merit to

be found in embracing the network as a performance space, with all its idiosyncrasies

and their implications.

2.2.1 Embracing the Network as a Performance Environment

Schroeder and Rebelo claim that the network is no longer merely a channel for com-

munication and exchange, but rather a “place in its own right, a space for being,

a locus for dwelling” [167]. As exemplified through online virtual worlds and social

networking sites, the authors continue, we are no longer onlookers, but active partici-

pants in the network. This notion begets some interesting implications. The history

of music is intrinsically linked to places and societies. Consider, for instance, the

introduction of the recording studio. Not only did it lead to a significant shift in our

definition of performance, it also paved the way for musical practices that “depend

on and are ultimately entangled in, [sic] the studio as a musical environment” [168].

Thus, NMP, many authors argue, should be granted the same considerations, and re-

garded as both an acoustic and social medium. In a way, the most exciting prospects

for NMP lie not in emulating the traditional stage, but in using the network to ex-

plore new types of performance and purpose-created music [159]. Many performance

environments have been developed to explore the implications of regarding the net-

work as a milieu. Renaud et al., for instance, distributed an instrumental sextet

across three sites, each with distinct acoustic characteristics. The authors’ goal was

to explore the superimposition of acoustic spaces that is implicit in two- or three-way

networks, much in the same way that standard ensemble relies on a common acoustic

space between performer and audience [159]. This bears resemblance to the virtual

microphone control system, or ViMic, which can project distributed musicians into

a “shared virtual acoustic space”. The sound of the musicians’ instruments at one
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end is captured using spot microphones, then spatially projected at a remote end

using an array of loudspeakers [26]. ViMic was an integral component of the Tele-

Colonization performance that took place at McGill University in 2007. Musicians

at McGill’s Tanna Schulich Hall were joined by ensembles at the Rensselaer Poly-

technic Institute (RPI) in New York, Stanford University in California and KAIST

University in South Korea. The Tele-Colonization performance saw its participants

inhabit not only the virtual acoustic space created by ViMic, but also a visual one,

whereby still images from each location were incorporated and gradually unveiled at

McGill in proportion with the musicians’ movements. In addition, audience mem-

bers at McGill had the option of switching to the acoustic environment at RPI using

wireless headphones [25]. Similarly, Barbosa’s Public Sound Project was designed to

go beyond most common paradigms of NMP, where the network is merely used as a

communication channel, and to provide an on-line public performance space where

people could choose to participate (either as performers manipulating sound objects,

or as members of audience) in on-going collaborative sonic events. According to the

author, it is the Internet’s essence to provide permanent connectivity. Therefore,

a public Internet event should go on permanently, and the audience and perform-

ers should be free to join and leave as they see fit [6]. This notion of permanent

connectivity also brings to mind the Global String installation [182]. Designed by

Tanaka and Bongers as “a musical string (like the string of a violin or guitar) that

spans a large geographical distance”, Global String consists of two large steel cables,

physically separated from each other, but connected as one through a virtual string

on the network. Plucking one of the cables leads the other to resonate, both phys-

ically and acoustically. As a “musical instrument that exists in the mixed realities

of acoustical and network space”, Global String was specifically designed to explore

the implications of performing across the network. The authors wanted to forgo the

goal of “seamless remote communication” typically sought by videoconferencing ap-

plications, and instead use Global String to “create an awareness of the network as

a visceral entity” that often behaves less than ideally. Audio quality at one end was

meant to reflect the distant nature of the remote side, and the conditions of the net-

work carrying the signal across. In addition, like Barbosa’s Public Sound Project,



2 Background and Previous Works 19

Global String is a continuous installation: the string is always present, vibrating,

awaiting a user, reflecting the “temporally imprecise nature of the network”. An-

other example is Constellations, a gallery installation that allows visitors to navigate

a “spatial acoustical network”. Excerpts by different composers are represented by

an on-screen universe of planets with which visitors can interact. When a planet

is chosen, its accompanying sound is streamed from one of five computers and res-

onates in the gallery, thereby allowing visitors to effectively navigate through the

network space [180]. That being said, embracing the network as a valid performance

environment implies confronting the reality its inherent latency, and the effect this

has over any musical activities. As a result, taxonomies for NMP tend to classify

existing systems in terms of the latencies they exhibit, as discussed in the following

section.

2.2.2 Classification of systems for Network Musical Performance

Carôt et al. have identified three design philosophies generally adopted by creators

of systems for distributed musical performance [39]:

1. Realistic Jam Approach (RJA): the goal is to enable geographically dis-

placed musicians to feel as though they are playing in the same space.

2. Remote Recording Approach (RRA): this approach involves producing

music by using the Internet as a medium for remote recording sessions.

3. Latency Accepting Approach (LAA): the Internet is a decentralized and

space independent medium, and thus network delays of more than 200 ms are

common and perfectly acceptable.

In this section, we provide an overview of existing systems that exemplify these

approaches, and discuss the strengths and weaknesses of each.

Realistic Jam Approach (RJA)

Long before the proliferation of the Internet, distributed musicians had begun taking

advantage of available communication technologies to collaborate successfully with
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one another. In fact, as far back as 1975, Galloway and Rabinowitz used satellite

transmissions to network artists performing dance and music scores. For most of

the two decades that followed, satellite links were the only means of connecting

remote musicians, with the exception of The Hub, whose members used telephone

lines connected to a modem to transmit Musical Instrument Digital Interface (MIDI)

messages between musicians in 1986. In 1993, Schooler et al. were among the first who

used the Internet to synchronize, at one location, three real-time streams of music

transmitted from different hosts, albeit at a significant delay of 200 ms [49, 166].

In the following years, Cooperstock et al. set to create the “Recording Studio

that Spanned a Continent”, where the remote end would be able to mix the received

audio signal. In 2000, this culminated in a demonstration during which recording

engineers at the University of Southern California were able to mix the 12 channels of

uncompressed pulse-code modulated audio streamed from a jazz group performing at

McGill. The event marked the first time that live audio sampled at 24-bit 96 kHz was

successfully streamed over the Internet [52]. It was also in 2000 that the Internet2

framework was first used in a distributed performance context as part of the World’s

first Remote Barbershop Quartet. Each of the four singers was in a different location,

and although they could not see or hear each other, their efforts were coordinated

by a conductor and a mixer who, along with an audience, were present at a fifth

location [48].

Finally, in 2001, SoundWIRE (Sound Waves Over the Internet From Real-Time

Echoes) was used to organize the first successful two-way musical collaboration over

the Internet. SoundWIRE is a Transmission Control Protocol (TCP) based frame-

work originally designed to explore the use of audio as a network measurement tool,

through the use sonar-like pings that aurally display the quality of a bidirectional

connection. Chafe was able to use SoundWIRE to stream high quality audio bidi-

rectionally between a pianist at Stanford University, California and a cellist at the

Internet2 headquarters in Armonk, New York. Although there was very little signal

loss, the acoustic latency of 125 ms was “on the ‘hairy edge’ for an unencumbered

performance” [169]. Nonetheless, despite the noticeable delay, Chafe reports that

musicians were able to “catch-up” during the pauses [44]. A much lower delay was
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experienced when musicians from Stanford University and McGill were joined in

a cross-continental jazz session in 2002 using the Ultra-Videoconferencing system

developed at McGill. Surround sound and full-screen video were streamed bidirec-

tionally over a dedicated communication line. Although the system was unable to

achieve a one-way audio delay much below 50 ms, the musicians involved reported

feeling as though they were present on the same stage [49].

A number of standalone software applications for audio streaming were later

created with accessibility to the average musician in mind. For instance, the read-

ily available Soundjack software, developed by Carôt in 2005, can directly access

the soundcard buffer and send audio data via User Datagram Protocol (UDP) [37].

Soundjack was successfully used in a number of distributed performances that at-

tempted to replicate the co-present condition all across Europe. However, the final

latency achieved was dependent on the physical distance between sender and re-

ceiver, the type of routing between them, and network capacities and conditions.

Similarly, eJamming is a commercial software available online that promises to “en-

able musicians to play together in real-time as if in the same room even if they are

far from one another” [35]. It differs from Soundjack in using MIDI data rather

than audio, thereby greatly reducing the bandwidth requirements. In addition, data

is transmitted only when an event is triggered by the user. eJamming deals with

delays in two ways: first, a data package arriving after a time threshold (pre-defined

by the user) is discarded. Second, “delayed feedback” is used for any sessions where

latency exceeds the ensemble performance threshold of 25 ms, meaning that one’s

own instrument can be delayed by an adjustable amount in order to get it closer to

the incoming sound. Unfortunately, both strategies can have undesirable effects on

performance, with the former leading to missing notes and the latter causing unnat-

ural feedback between a musician and his instrument[39]. As another example, the

JamSpace system was designed to encourage novices to play music together anony-

mously over a network, by combining pressure sensitive pads mapped to percussion

instruments with a simple software interface allowing users to set various performance

parameters and connect with one another [87]. Finally, Alexandraki and Akoumi-

anakis introduced DIAMOUSES, a system they described as an “open framework
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that aims to enable a wide range of applications and services for intuitive music ex-

pression and collaborative performance among geographically separated musicians”

[4]. In essence, DIAMOUSES is a generic platform that can support a variety of

synchronous and asynchronous distributed musical activities, such as rehearsals, live

performances and lessons, by allowing its users to select between peer-to-peer or star

network topologies according to their needs. The framework also offers an open and

reusable application programming interface, or API, to facilitate integration with

other existing toolkits.

We should note that alternatives to the “universal” value offered by the commonly

used ensemble performance threshold have also been explored. For instance, during

a study conducted by Carôt et al., five drummers were asked to perform separately

with the same bassist, all of whom were professionals. The performance speed varied

between 60 and 160 beats per minute, and the delay between each of the two players

was increased in 5 ms increments, until either of them began to feel uncomfortable

or slowed down. The authors found that each player’s results varied “in such an

extreme way that it is not possible to define a general valid threshold”. Instead,

they propose defining an “individual acceptance value” that depend on each player’s

“rhythmical attitude”, or what the authors define as the Personal Beat Shift Range

(PBSR). Carôt et al. also introduce the notion of the ensemble delay acceptance limit

(EDAL), a value that must be determined separately for every dedicated test setup

[40].

Interestingly, several experiments with systems developed under the RJA have

shown that musicians will develop their own strategies for dealing with large delays

when they do occur. For example, the Distributed Immersive Performance (DIP)

system, designed to be a seamless environment for remote and synchronous musi-

cal collaboration, was used for a series of user-centered experiments to assess the

psychophysical effects of latency systematically on remote collaborative musical per-

formance [47]. In their studies, Chew et al. enlisted the help of the Tosheff Piano

Duo, two expert users, to perform a rhythmically demanding piece under various

conditions of auditory delay. The tolerable threshold for auditory delay was found

to be in the 50-75 ms range. Around the range’s upper limit, the performers strug-
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gled to keep time. Surprisingly, however, tempo variability decreased when the delay

increased to 150 ms. The authors hypothesize that greater tempo variability was

observed around the usability threshold because, at that point, the musicians be-

gan exploring new strategies to compensate for the delay. Beyond the threshold,

however, the latency is unacceptable and the players revert to their modus operandi,

adopting more stable strategies that do not differ greatly from the practiced norm.

Similarly, in October 2001, real-time improvised duets between musicians in Dresden

and Barcelona took place as part of the Networkshop festival. Even though the ex-

perienced latency hovered around 100 ms, the musicians had the freedom to increase

the delay as they saw fit. Perhaps surprisingly, they reported having a “very good

feeling of playability” as a result. In turn, their strategies greatly affected the result-

ing soundscape, leading to a performance that can be considered impossible outside

the network [6]. As a final example, Renaud and Rebelo held a real-time, three-site

tele-concert between Queen’s University (Belfast), Stanford, and the University of

Washington. To overcome latency, the musicians began adapting a “leader-follower”

strategy, which allows for a selected leader in one site to set the tempo for all others.

The performance helped uncover that musicians can easily adapt to new types of

listening situations, particularly if they remain relatively stable [159]. Interestingly,

these examples illustrate that increasing latencies can drive musicians to transform

their overall approach into a “latency-accepting” one, a philosophy further discussed

in Section 2.2.2 below.

Remote Recording Approach (RRA)

Propelled by popularisation of e-mail, many of the early and experimental web-based

distributed performance systems of the 1990s were founded on the Remote Recording

Approach. One of the first such systems was Craig Latta’s NetJam, which allowed a

community of users to collaborate asynchronously by exchanging MIDI files through

e-mail [119]. In 1996, the introduction of Steinberg’s Virtual Studio Technology

(VST), an interface that integrates audio synthesizers and effect plugins with audio

editors and hard-disk recording systems, served as a major catalyst in the develop-
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ment of next-generation remote recording applications. For instance, the VSTunnel

Plug-In, which was designed to be used like an insert effect in a VST compatible

sequencer’s master out channel, allows users to start or join other sessions. A session

can be made private, meaning that its creator can distribute it as she sees fit (by

e-mail, for instance), or public, which adds the session to a public list accessible by

other users. When a user joins a pre-existing session, its contents are analyzed by the

VSTunnel plug-in. Local changes are then recognized, compressed and transmitted

to the other participants in the session. Such changes can subsequently be mixed

into the audio output. In this manner, within a local session, every user is able to

listen to his own mix, as well as those of the other participants, and adjust each

as he sees fit [136]. The Digital Music Link (DML), another plugin for VST, was

designed to promote asynchronous collaboration amongst remote musicians. User A,

acting as a “performer” and User B, acting as a “recorder”, log on to the DML and

choose a session. User B assigns a track in his production to User A, then starts the

recording process. User A receives the mix and adds in her own track, as though

present in a recording booth in User B’s studio. Each recorded sample is given a

timestamp by the DML to facilitate sorting. User B’s playback does not start until

User A’s data is fully received, so as to maintain the recording booth and studio

analogy [163]. Another example of the Remote Recording Approach is the Internet

Sound Exchange (ISX) program, an application for computer music composition,

performance and improvisation for Internet2 [94]. It allows many hosts to send algo-

rithmically controlled mixes of sound samples to each other. Before a performance,

musicians on each host must create their sound sources and upload them. The sounds

are then processed, stored and distributed among a number of machines connected to

one another over a network. Later, they can be accessed, manipulated and changed

by other musicians, leading to improvisations that enable performers to “interact

musically as if they were in the same room”. However, perhaps the best known

example of a system designed according to the Remote Recording Approach is Sergi

Jordá’s Faust Music On-Line (FMOL). The primary goal behind FMOL’s develop-

ment was to introduce the practice of experimental electronic music to newcomers,

while also satisfying more advanced electronic musicians. Users are able to create
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their own compositions using the system’s graphical user interface (GUI) before up-

loading them as small proprietary score files in a relational database. Other users

can then easily access the database, and further manipulate the score files before

uploading the revised versions back to the database. What made FMOL stand out

was its GUI, where all sound manipulations were represented visually in a manner

analogous to the strumming of guitar strings. This made the system fairly easy to

learn for novices [105]. As of FMOL 3.0, introduced in 2003, musicians were finally

able to use the system for real-time concurrent “net-jamming”.

It is important to note, however, that while Remote-Recording Approach systems

offer effective solutions for distributed collaboration, they are very much designed

with the notion of the traditional studio, rather than the stage, in mind. As a result,

such systems revert to a dated view of the network as a mere channel for the exchange

of information and, in a sense, constrain what Barbosa refers to as “the potential of

what the Internet can offer as a medium for artistic expression” [6].

Latency Accepting Approach (LAA)

According to Tanaka, “Music exists in space, in acoustical contexts, in the environ-

ment that it is played in. If music is made on networks, the network infrastructure

becomes the space the music occupies. The time characteristic of that infrastructure

defines the musical quality of that medium. Network transmission latency thus be-

comes the acoustic of the network, to be respected and exploited just as one does

when composing for specific physical spaces” [181]. Taking this view to heart, a num-

ber of artists began developing performances that explored the delays and disruptions

inherent to the network, leading to emergence of the Latency-Accepting Approach.

In the mid-90s, for instance, the Norwegian art collective “Motherboard” recognized

the artistic potential in low-bandwidth transmission, as exemplified, for instance,

through pixellated images and choppy sounds. Their 1995 work “M@ggie’s Love

Bytes”, for instance, sought to exploit the asynchronicities typical of network tech-

nology [58]. Similarly, the duo “l a u t” performed “A Synk” in 2005, a piece meant

to explore the improvisational content between two groups of musicians located in
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different places and connected by a low-bandwidth chat link. The performance was

driven by and shaped by the limitations of bandwidth, unpredictable delays and

interruptions [156]. As another example, Chris Chafe used SoundWIRE (described

earlier in Section 2.2.2) to create the “Ping” installation, which functioned as a

sonar-like detector whose echoes sound out the paths traversed by data flowing on

the Internet [44]. At any given moment, several sites were concurrently active, and

the tones created by Ping made audible the time lag that occurred while informa-

tion moved from one site to another. Visitors to the installation could expand or

change the list of available sites, and influence the types of sounds produced by choos-

ing different instrument projections, musical scales, and speaker configurations [43].

The “Gigapop Ritual” is another instance of the Latency-Accepting Approach. In

fact, the performance was created specifically to apply Tanaka’s view that “[l]atency

is the acoustics of the Internet”. Musicians located at McGill University engaged

in a network performance with musicians at Princeton [107] as part of the 2003

Conference on New Instruments for Musical Expression (NIME). High-bandwidth,

bi-directional real-time audio, video and controller data was streamed during the

collaborative event, which involved new digital musical instruments and traditional

Indian ones. The goal of the performance was not necessarily to explore the effects

of latency on the performers, but rather to allow them to experiment with different

rhythms and soundscapes through free-form improvisation with one another. An

important aspect of the performance was to explore multiplayer digital controllers

by networking musicians at the geographically different sites. This type of system is

in fact known as an Interconnected Musical Network, a topic that will be discussed

in Section 2.3.1 below. One more example of the Latency-Accepting Approach is the

Master Cue Generator (MCG), a system designed to provide musicians with various

cues in an effort to help them understand and cope with the effects of large laten-

cies. The MCG allows a “central” node on a network to act as a server, sending

three types of cues to other connected nodes: temporal, behavioural and notational.

Temporal cues send out information such as the length of a cue, a warning that a

cue is about to finish, or how much time a given node is in control of the impro-

visation until it delegates control to another node, thereby changing the network’s



2 Background and Previous Works 27

topology. Behavioural cues are sent with a certain scenario attached to them, which

can include the triggering of a waveform, or a suggestion that a given node should

only play certain notes. Notational cues can include the visualization of a waveform

from each site, the display of the cue number, a countdown or dynamic shapes that

can be activated by various factors in the performance. In order to deal with latency,

the MCG provides two approaches that are defined as synchronous or asynchronous.

For synchronous interactions, latency is added to all cues being sent such that all

nodes experience the same delay. In the more interesting asynchronous approach, all

nodes experience latency as is, which leads to the generation of rhythmical patterns

created by the network itself [158].

A number of software tools have also been made available to the average mu-

sician wishing to experiment with the Latency-Accepting Approach. For example,

the Novel Intervallic Jamming Architecture (Ninjam) tries to establish a jamming

environment under the assumption that network latency prevents true real-time syn-

chronization of the participating musicians. Users receive each other’s output with

the delay of at least one measure, which Ninjam’s creators call “faketime”. The

goal is to put emphasis on musical experimentation and expression rather than syn-

chronicity [75]. Another example is Quintet.net, an interactive distributed perfor-

mance environment that enables performers at up to five locations to play music

over the Internet under the control of a central server acting as a “conductor”. Mu-

sicians send control streams to the server using either a pitch-tracker, MIDI signals

or the computer keyboard. The server then copies and processes the streams, before

sending them back to the musicians, as well as any interested listeners [88, 39].

While the taxonomy for latency approaches offered by Carôt et al. (RJA, RRA

and LAA) allows us to categorize the vast majority of NMP systems, it can be

characterized by an almost exclusive focus on the auditory and temporal properties

of distributed performance. However, as Braasch et al. explain, “[v]isual cues can also

be instrumental to negotiating the solo order in improvised music, or enabling social

exchanges, such as signalizing to someone that her solo was well received”[27]. Thus,

in the following section, we discuss paradigms for visual communication between

remote players that were specifically designed to capitalize on the unique nature of
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network performance.

2.2.3 Visual Representations

Playing music is a multimodal experience: a musician looks at his instrument, other

musicians and his audience; he listens intently to all sounds produced around him;

he relies on haptic feedback from his instrument for guidance; and, all the while, he

communicates with other musicians, using both words and gestures. Unfortunately,

such interactions can become a real issue in network musical performance, as many

cues are completely removed from context. In fact, The Master Cue Generator de-

scribed above was designed specifically to help re-introduce behavioural cues that,

while often taken for granted in the co-present setting, can disappear in distributed

performance, much to the players’ detriment [157, 158]. Nonetheless, when it comes

to visual communication in particular, many distributed performance systems con-

tinue to take their lead from traditional videoconferencing, offering full-frontal video

as the only solution. We find that this approach does not take into account the

network’s unique characteristics. In an effort to resolve visual communication during

NMP, many researchers believe it is first imperative to better examine the implica-

tions of being in the network. For instance, Schroeder notes that “in the same way

that you cannot stare at the network straight in the eye, that you can never directly

confront the network, for it is always somewhere else from wherever you may be

looking, performers never stare at other players”[168]. In traditional performance,

although musicians communicate with each other through various cues and body lan-

guage, they do not stare at each other directly, and do not require a full-frontal view

of one another. Instead, each musician experiences only “fragments” of the whole

performance environment, through glances and peripheral vision. In fact, only the

audience is able to experience the ensemble visually as a cohesive whole. On this

notion, Schroeder further proposes that “equipping performers with a full-frontal

visual perspective of remote players fails to address the intricacies of performative

interaction, which are rooted in interpretation rather than in communication, in the

fluid rather than the representational” [167]. Putting this philosophy to the test,
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Schroeder et al. started the “Apart Project” in 2007 as a study on various novel

network scenarios. Three musicians were asked to perform two very different songs

over a network: one requiring a high degree of rhythmic synchronization, and an-

other that allowed for rhythmic improvisation based on the realization of a set of

instructions. The Apart Project was divided into various scenarios that allowed the

authors to explore a number of conditions, including the use of avatars and stan-

dard video conferencing technologies. The avatars were designed as close-up and

detailed yet abstract renditions of performance gestures. They emerged from the un-

derstanding that one never sees one’s own body as optically complete, but rather as

fragmented. Upon examination of video footage collected during the experiment, the

authors found that the avatars were not particularly helpful when playing the first

piece, because musicians could not focus on the score and a computer screen at the

same time. However, for the second piece, which required an acute type of listening,

the performers constantly looked at the 3D avatars. In fact, post-test questionnaires

revealed that they enjoyed looking at the avatars “as a means for visual interaction

and potentially for enhancing social interaction.” [167]. Interestingly, as soon as an

improvised section would start, the performers would turn towards the screens on

which the avatars were displayed, using the computer-generated graphics as a way

of interacting with each other. When iChat was used to stream full-body video cap-

ture amongst the musicians, there were remarkably few glances towards the screen

during both pieces, supporting Schroeder’s theory that performers do not need to

stare at one other directly and constantly. The contrast in behaviour observed when

full-frontal video was used instead of avatars implies that musicians have quite an

abstract reading of each other’s presence. By being one level removed from full-body

representation, the 3D graphics that constituted the avatars required interpretation,

much in the same way that a performer’s glance demands in traditional performance

[167]. As another example, Konstantas et al. also reported an interesting experience

with regards to the use of shared video in a distributed context setting. In 2001,

they developed the Distributed Music Rehearsal project, an Asynchronous Transfer

Mode (ATM) based system that allows small groups of musicians to rehearse with

a remote conductor. In contrast with the Apart Project, where the goal was simply
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to facilitate collaboration between remote musicians, participants in the Distributed

Music Project were expected to pay a greater level of attention to the conductor, as is

common in rehearsal settings. The authors indicated, however, that musicians found

giving “continuous attention to the projected video” of the conductor to be tiring. In

addition, musicians were unable to determine where the conductor was pointing due

to the flatness of the video monitors [117]. Like Schroeder, Kapur et al. have experi-

mented with the use of specialized graphics, in addition to full-frontal video, as part

of their work on distributed performance. More specifically, the authors developed

the veldt software, described as a “real-time networked visual feedback software” that

can trigger arbitrary text, images, videos or geometric models in response to MIDI

events [106]. Mappings are flexible and can be set by the musicians prior to a perfor-

mance. For instance, when veldt was used as part of the Gigapop ritual (described

in Section 2.2.2), remote players of the Electronic Dholak (EDholak), a multiplayer

networked percussion controller based on the Indian Dholak, were allowed to inter-

act with one another through a sculptural metaphor. The events they generated by

striking the EDholak were “dynamically mapped to a series of geometric operations

that generated, deleted, deformed or detached” elements of a visual artefact. Not

only did the metaphor render the EDholak players’ actions visible to one another, it

also encouraged them to interact on a new level through their collaboration to shape

the artifact itself. Animated graphics and abstractions were also a pivotal aspect of

the Global Visual Music (GVM) project, which evolved to investigate “sensory con-

nections through physical action, moving images and improvised music” [173]. The

project comprised of a series of live distributed performances, augmented with video

and computer animations created by Sorensen. Steiger composed structures for the

improvising musicians, and Puckette provided software that generated the necessary

control streams between the music and animations. This software would later evolve

into Pure Data, described later in Section 5.1. Sorensen describes the goal of the

project as exploring the “abstraction of connection”, by bridging the audience’s vi-

sual and auditory senses in a manner that is more complex and challenging than the

traditional sonification of visual elements, or visualization of sonic elements. Global

String, described earlier in Section 2.2.1, is another example of a distributed music
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installation that utilized special graphics: in addition to shared video, a visualization

of the audio signals consisting of “a real-time amplitude envelope and FFT frequency

spectrum of the sound from the two sites”, as well as a visualization of the network

conditions using readouts from the Unix traceroute command were used at each end

of the string [182]. It is also worth noting that Tanaka and Bongers did not simply

rely on traditional videoconference techniques, but designed their shared video setup

with the transduction of data from the physical space to the network, and back to

the physical space, in mind. As such, cameras and monitors were physically arranged

in a manner that faithfully recreated “the sense of playing along one string”: their

orientation was chosen to preserve eye-to-eye contact between players, and create the

illusion that both ends of the steel cable were in fact physically connected. While

the authors did not comment on the success of their special visualizations, they did

provide some notes regarding the shared video, stating that while “[v]isual contact

with the remote player complements the audio connection. . . sound quality is more

crucial than image quality” in any musical project. This is in direct agreement with

the views of Kapur et al., who state that the importance of stable audio supersedes

all else in NMP, explaining that “[w]e can tolerate a dropped or repeated video frame

now and then, but not choppy audio” [106]. Interestingly, during performances with

the Distributed Music Rehearsal system, Konstantas et al. observed that “musi-

cians and the conductor preferred to have a smaller delay of the audio. . . than to

synchronize it with the video which had a much longer delay” [117]. In contrast,

however, Tanaka noted through his extensive work on network musical performance

that “[t]he image component’s contribution was effectively nullified unless the image

was synchronized with the audio” [182].

In conclusion, there are a wide variety of approaches to sharing visual infor-

mation in distributed performance, ranging from minimal abstract animations to

high-quality, full-frontal video, and even combinations of the two. Such visual rep-

resentations can also be seen as analogous to the surrogate gestures explored by

Cornelius et al. within the context of CSCW, and described earlier in Section 2.1.

What is of interest to us, however, is whether overall performance quality can be

improved by sacrificing video in favour of low-bandwidth paradigms for visual com-
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munication, a question we further explored in this dissertation.

2.3 Additional Topics of Relevance

Given that our work seeks to extend the notion distributed performance, it shares a

variety of common traits with a number of specialized research areas beyond network

musical performance. In this section, we discuss these various domains in an effort

to better situate our research within existing applications.

2.3.1 Interconnected Musical Networks

It comes as no surprise that the act of distributing performance over a network

would have a strong impact on the nature and level of communication between remote

musicians. Renaud, for instance, explains that “[i]nteraction is a real issue in network

performance systems as natural visual or sensory cues, such as breathing and gesture,

are completely removed from context” [39]. To this, Kapur adds that “[w]aiting

backstage to go on, and important aspects of socialisation after a performance, are

not the same over a network”, leading to a “loss of society within the band” [106]. As

we wanted our system to be driven largely by player-to-player interaction (a criteria

we discuss later in Section 3.3), we were particularly interested in music technology

applications that focus on increasing the level of interplay between musicians. One

such research area is that of Interconnected Musical Networks (IMNs). A term coined

by Weinberg in 2002, Interconnected Musical Networks are live performances where

players can influence, share and shape each other’s music in real-time, and can even

be seen as an example of the Collaborative Digital Musical Interaction paradigm,

described earlier in Section 2.1. Naturally, traditional performance can, to a certain

extent, be considered a form of IMN, as music-playing is a highly interdependent art

form. Nonetheless, while co-present musicians can influence each other a great deal,

the level of control over this influence is rather limited. For example, a soloist can

steer her collaborators towards a musical idea in which she is interested, but this

type of influence is more of a suggestion. She has no direct control over the other

musicians’ instruments, and there is no guarantee that they will consent to her desire
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[191]. As the introduction of new musical interfaces facilitated the construction of

electronic communication channels between instruments, musicians became able to

take a fully active role in determining not only their own musical output, but also

that of their peers.

Interconnected Musical Networks differ most notably from NMP systems in the

fact that they do not necessitate participants to be apart, and can in fact be used in

a shared space. In fact, many consider John Cage’s 1951 “Imaginary Landscape” to

be the first example of an IMN. Two performers were assigned to each of the 24 radio

transistors used, one as a “frequency-dial player” and the other as a “volume-dial

player”. The score indicated the exact tuning for each radio at any given time, but

without any foreknowledge of what might be broadcast on a station, or if one even

existed at the specified frequency. The volume player could then manipulate his cor-

responding frequency player’s output, deciding whether it should be a slight whisper

or a screeching solo [191]. When the commercialization of personal computers be-

gan in the 1970s, the League of Automatic Music Composers became the first group

to write interdependent computer compositions. Dubbing the new genre “Network

Computer Music”, the group set up a three-node network, mapping frequencies from

one computer to generate notes in another, or mapping intervals from one compo-

sition to control rests and rhythmic patterns in another. The League of Automatic

Music Composers evolved into The Hub in 1986, as its members improved their

performance by using MIDI data (as described earlier in Section 2.2.2) exchanged

through a central computer (or hub) rather than ad-hoc wired connections. Other

examples of IMNs include Duckworth’s “Cathedral”, which in fact was the first piece

composed specifically for the Web in 1997. Using a Java applet, participants could

trigger sounds by clicking on nodes hidden in the screen. Although the original

sounds were composed by Duckworth, players could contribute their own sounds to

the mix. Seeing as there was no connection between the players, the system could

support any number of users [62]. Another example is “Variations for WWW”, an

application introduced by Yamagishi in 1998. The goal of the project was promoting

“interactivity as opposed to unilaterality” and “sharing as opposed to monopoliz-

ing” [194]. Remote users could access a MAX patch connected to the Internet and
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manipulate parameters that were subsequently sent to a MIDI synthesizer. The re-

sulting output was then transmitted back to the participant. Users could play the

combined manipulations of all the other users, and modify their own contribution

in response. Similar to this example is the Palette, an online system that not only

allowed participants to share music in the form of MIDI events, but also to control

the “style and “energy” of content uploaded by others [196].

Interconnected Musical Networks can be classified by their topologies or archi-

tectures. They can be centralized or decentralized, and symmetric or asymmetric.

Centralized networks allow players to interact through instruments or controllers

that do not have a direct influence on each other, whereas decentralized networks

enable musicians to interact directly with one another (see Figure 2.2). Centralized

networks can, in turn, be synchronous, where players can manipulate the music of

their peers while it is being played, or sequential, where each player must submit

their musical material before it can be affected by a peer. Symmetric networks are

ones where all players have the same level of control. Asymmetric networks, on

the other hand, allow connections only in certain directions and only among cer-

tain nodes (see Figure 2.3). Asymmetric networks may also assign a weight to each

player’s influence, giving some the ability to effect more change than others.

Despite the promise to enhance the level and quality of interaction between mu-

sicians, participation in early IMNs was not typically a simple process. As seen with

The League of Automatic Composers, for instance, the majority of interdependent

connections between players were based on low-level elements, requiring participants

to possess specialized musical skills and technical knowledge in order to partake

meaningfully in the process. As a result, the cognitive load required from performers

to manage such interactions prevented them from further exploring the social and

expressive aspects of the network. Recalling one of The Hub’s earlier performances,

member Gresham-Lancaster commented: “The technology was so complex that we

were unable to reach a satisfactory point of expressivity” [82]. Furthermore, the

interactions proved to be too complex for audiences to understand. In fact, Wein-

berg believes that such issues are not uncommon even with modern IMNs, some of

which continue to focus on complex connections that force performers and audiences
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Fig. 2.2: Centralized (left) and decentralized (right) Interconnected Musical Net-
works, adapted from reference [191].

Fig. 2.3: Symmetric (left) and asymmetric (right) Interconnected Musical Networks,
adapted from reference [191].
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to focus on “low-level analytical elements” rather than “the expressive and social

aspects of the network”. A solution he proposes is to allow IMNs to take on the form

of expressive, gesture-based physical instruments, thereby making the overall expe-

rience “more intuitive and accessible for novices, wide audiences, and even children”

[190]. This idea bears a strong resemblance to the philosophy behind interactive

installations, another type of interfaces that also encourages interplay between mul-

tiple users, all while remaining completely accessible, a notion we expand on in the

following section.

2.3.2 Interactive Installations

Given our interest in exploring specialized forms of interaction, we turned to the

existing body of work on interactive installations for further guidance. We use the

term interactive installations (IIs) to denote works that are commonly referred to

in the literature as “interactive sound installations”, “interactive art installations”

or simply “interactive art”. Similar to Interconnected Musical Networks, interactive

installations are an example of highly collaborative interfaces, that should, as Blaine

and Fels describe, “cultivate meaningful social interactions and experiences for the

players” [18]. In addition, both IMNs and IIs are designed with a focus on overall

experience, rather than musical outcome. However, interactive installations also dif-

fer from IMNs in a number of ways. First, while the entry fee in terms of musical

expertise can vary widely for IMNs, IIs are designed with public accessibility in mind.

Ideally, participants should be to walk up to an installation and fully explore it with

no prior training or experience. In addition, an interactive installation is typically

a vehicle for communicating its creator’s message or intent by means of audience

interaction with the work [96]. IMNs, on the other hand, serve as musical instru-

ments for performance or composition that encourage higher levels of interaction

between participating users. An example of interactive installations is Iamascope,

where a camera captures viewer images and movement that are in turn used by a

controlling computer to project corresponding kaleidoscope-like images and creating

accompanying music [69]. Absolute 4.5 is another example, where participant pres-
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ence is determined through floor sensors and used to generate a large grid of colours

projected on a screen and a complex soundtrack. In essence, the system’s behaviour

is mostly determined by audience behaviour, making the performance somewhat un-

predictable [17, 63]. The Intelligent Street System further illustrates the accessible

nature of IIs: as an alternative to the often undesirable “Muzak” heard in public

spaces, it allows users to request changes via mobile text messages. The overall result

is to turn visitors of a space from passive consumers to active participants creating

their own aural landscape [131]. Similarly, the Control Augmented Adaptive System

for Audience Participation (CAASAP) was a project designed to examine a variety

of ways in which audience members could make use of mobile phones to become part

of the music-making process [177]. Finally, Feldmier et al. created low-cost wireless

motion sensors that enabled them to estimate the level of activity of a large-scale

crowd. The data could subsequently be used to generate music and lighting effects,

thereby allowing members of the crowd to drive the music to which they danced [67].

Interactive installations aim to engage the audience, whose participation is a

crucial aspect of the realization of the work itself. According to Candy, “[t]he artist,

the technologist, and the audience are all participants in the conceptualization, the

construction and the active experiences of the work”. The author further explains

that such interactive systems are “as varied as the individual people who interact with

it” [33]. To this, Bilda adds, “The design process of interactive art systems involves

systematically examining audience behaviour starting with what attracts them, what

initiates their interactions, following with sustaining their engagement across the

overall experience of the work” [16]. He also explains that such requirements make

user-centric approaches a common and recommended practice among designers of

IIs, a topic we further discuss in Section 2.4 below.

2.3.3 Responsive Environments

Interactive installations bring to mind another area offering rich examples of hands-

free, highly specialized interactions: responsive environments. In fact, we consider

responsive environments, also sometimes referred to as reactive environments, as
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the more utilitarian counterparts of interactive installations. However, while users

partaking in interactive art are typically aware of the process they become one with,

the most defining tenet of a responsive environment was perhaps best described by

Elrod, who said such systems should do their job “well enough that the occupants

are usually not aware of its presence” [65]. Cooperstock et al. further define reactive

environments as spaces where technology, rather than humans, manage the low-level

operations of a room [51]. Considered by many to be an extension of ubiquitous

computing, responsive environments gained momentum in the 1990s as a solution

to “reduce the cognitive load of the user by allowing the system to make context-

sensitive reactions in response to the user’s conscious actions” [53]. The concept

can in fact be traced back to Elrod, who had sought to interconnect Xerox PARC’s

rich computational infrastructure with a computerized building-management system

that could save energy based on office occupancy. Dubbed the “Responsive Office

Environments”, the system made use of small, low-cost sensors to determine whether

a worker was present in her office, and made changes to heating, air conditioning,

lighting and desktop appliances accordingly. The Responsive Office Environment was

essentially invisible, fulfilling its job while employees went about their daily routines,

uninterrupted.

The successful implementation of a responsive environment is highly dependent

on effective proximal sensing as the basis for context-sensitive interaction [32]. The

Responsive Environments Group at the Massachusetts Institute of Technology (MIT)

has investigated this topic extensively. One example of such work is WristQue, a

wristband that can detect its user’s location and wrist orientation, as well as its

environment’s lighting, temperature and humidity conditions. While WristQue also

doubles as a control interface, allowing users to select and manipulate a variety

of controllable devices in the environment, such as light switches and thermostats,

through simple gestural interaction, it can also provide each user with personalized

automatic control of their environment using a combination of unique identification

and location sensing [135]. As another example, Aldrich et al. developed a set of sen-

sor nodes that were deployed across the MIT Media Lab for the purpose of studying

the motion patterns of large groups of occupants as a whole. The authors hope that
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such data can be used to design more effective responsive environments that can, for

instance, optimize lighting control in open-floor plans in accordance with foot traffic

patterns [3].

Responsive Environments have also proven to be effective solutions for simplify-

ing navigation through complex videoconferencing systems. For instance, Cooper-

stock et al. created the Reactive Room in response to the frustrations experienced by

users interacting with videoconferencing systems. At the time, state-of-the-art video-

conferencing rooms typically came equipped with cameras, monitors, VCRs, digital

whiteboards and electronic document cameras, all intended to facilitate collabora-

tion amongst geographically displaced workers. However, a session that involved the

use of more than one of these tools often proved to be so complicated that a trained

expert was required to operate them. The Reactive Room removed this burden by

responding to a user’s high-level actions instead, letting the technology itself man-

age the low-level operations between the various pieces of equipment. In a sense,

the user interface was made invisible, allowing remote users to concentrate on their

collaborative work instead [51]. A more recent, yet similar example can be seen in

HomeProxy, a physical proxy prototype that aims to support seamless video com-

munication in the home among distributed family members. Designed to look like

a standard home appliance such as a lamp, HomeProxy consists of a slightly bowed

rear-projected screen, fabric sides and a wood top. The system was conceived with a

“no-touch” interface that utilizes a Microsoft Kinect to detect users and respond to

their presence, “waking up” as they approach and “going to sleep” after they leave.

Users can subsequently wave hello to begin videoconferencing with a remote family

member via Skype, and wave goodbye to end the session [183]. A related example is

the Perceptive Presence Lamp, a set of two lamps and cameras that virtually con-

nect two separate locations through awareness information. Each local lamp changes

colour depending on the state of a remote occupant who can be absent, working alone

at a desk, busy with other occupants, or available for communication [15].

The developers of the Reactive Room believed that the questions they tackled

“are not endemic to videoconferencing but apply equally well to other physical en-

vironments such as power-plant control rooms, flight decks, and so-called ‘smart
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homes’, as well as to software environments such as integrated office suites”. In fact,

Bongers uses the term “interactivated spaces” when referring to reactive systems,

while clarifying that “[t]hese environments come under a variety of labels: hybrid

spaces, responsive environments, augmented reality, houses of the future, depending

on whether they are developed by groups of artists, architects, and/or interaction

researchers” [23]. We find the philosophy behind these systems to be quite suited

to musical performance, where technology holds the potential to augment music-

making seamlessly with new possibilities, all without distracting musicians from the

task of performance itself. In fact, such a notion was explored by Livingstone and

Miranda in 2004. The authors developed a novel sonic controller that “regenerates

a soundscape dynamically by mapping ‘known’ gestures to influence diffusion and

spatialization of sound objects created from evolving data”, and dubbed their sys-

tem a “responsive sonic environment” [126]. Shortly after, Salter began to explore

the use of responsive environments for traditional live performance. The result was

Schwelle, a large-scale interactive theatre performance where the rhythm and ex-

erted force of the performers’ movements were used to change a musical composition

dynamically to “give the impression of a living, breathing room for the spectator”

[164]. Overall, regardless of their application, effective responsive environments must

be tailored to their users, interpreting their intentions accurately in order to respond

to them effectively. After all, an “invisible” system that reacts to a misinterpreted

user objective can be rather disastrous. Bongers, for instance, explains that “[w]hen

the computer becomes ubiquitous ... misunderstanding also becomes ubiquitous”

[24]. Therefore, we argue that responsive environments are best designed through

user-centred techniques, a methodology on which we elaborate further in Section 2.4.

2.3.4 Embodied Interaction

As described above, the most significant advantage of responsive environments is

their ability to detect and respond to their users’ needs without requiring that they

detach themselves from the higher level task at hand. Users, in turn, typically

exhibit such needs through physical interaction with their surroundings, a notion
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known as embodied interaction, and further described by Antle et al. as an approach

that “involves leveraging users’ natural body movement in direct interaction with

spaces and everyday objects to control computational systems” [8]. The idea of

embodiment was formally introduced to the HCI community in 2001 by Dourish

[59]. While embodiment traces its origin back to phenomenological philosophy [124],

which places emphasis on the role of action, experience and perception in meaning

making [8], Dourish offers a simple, high-level workable definition as “the property

of being manifest in and as part of the world” [60]. “Embodiment”, the author

continues, “constitutes the transition from the realm of ideas to the realm of everyday

experience... The setting within which the activity unfolds is not merely background,

but a fundamental and constitutive component of the activity that takes place.” [60]

In turn, the idea of embodiment leads to some interesting implications when

applied to interaction design. As Dourish explains, “[t]he history of HCI can, in

many ways, be seen as an ongoing attempt to capitalise on the full range of human

skills and abilities. These are not the skills we acquire from training and careful

practice, but rather those everyday, natural abilities that most of us take for granted;

picking up a ball, not juggling with it” [60]. In addition, Kirsh posits that “we think

with our bodies not just our brains” [115]. Thus, if treated as a “fundamental

feature of interaction, rather than as a side-effect of interactive system development”

[60], carefully designed embodied interactions can potentially capitalize on a broader

spectrum of human ability and knowledge [124].

Embodied interaction has proven to be a popular option for the design of non-

utilitarian applications, particularly those of an abstract or artistic nature. For

instance, Antle et al. designed Springboard, an interactive multimedia environment

that allows users to explore the concept of balance within the abstract domain of

social justice through embodied interaction [7]. Springboard allows users standing on

an input platform to respond to images and sounds representing various social issues

by changing their balance to reflect their views on such issues. Another example

is Loke and Robertson’s ByStander, an interactive installation intended for public

use in a museum or gallery [129]. By sensing the visitors’ patterns of motion and

stillness, Bystander responds with a corresponding “spirit-world” of images, texts
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and sounds drawn from crime scene archives. The authors’ goal was to explore, un-

derstand and, in turn, leverage their visitors’ motion into meaningful and immersive

experiences. Furthermore, embodied interaction design has developed strong ties to

the study of dance, with a number of HCI researchers exploring this art form as

a means of furthering their understanding of movement, and the body’s potential

as a source of input [115, 128, 130]. Finally, Loke et al. have also examined move-

ment from a gaming perspective by asking participants to play two computer games

and subsequently analyzing their motions using existing frameworks for the study

movement-based interaction [127].

The idea of embodiment is deeply rooted within the musical context as well,

with Godøy et al. describing the well-established links between musical sounds and

sound-producing movement as an “embodied understanding of music perception and

cognition”. Embodied music cognition views the relationship between sound and

movement as having its roots in the broader paradigm of embodied cognition, which

stipulates that people relate perception to mental stimulations of associated actions

[79]. Our work, however, applies the notion of embodied interaction more commonly

found in human-computer interaction research, and formalized at the beginning of

this section, to the design of musical interfaces. Examples of such embodied inter-

action within the context of music include the Sound Maker, a room-size interactive

audio environment designed by Antle et al. specifically to explore alternatives to

desktop-based interactions for electronic music composition. Sound Maker tracks a

user’s position through a camera, and subsequently maps their location, along with

the quantity and quality of their movements, to changes in the pitch, tempo and vol-

ume of a percussive audio output [8]. Another example is Corness and Schirphorst’s

Ariel system, which responds to gestures utilized by musicians during improvisation

with simulated breathing sounds [55]. In fact, the authors sought to capitalize on the

ability of skilled musicians to exchange, detect and tacitly respond to cues for inter-

personal interactions. In turn, the simulated breath generated by Ariel was effectively

used “to engage the performer’s sense of intuition and empathy while capitalizing on

their embodied knowledge of upcoming actions when interacting with autonomous

computer systems in performance”. Furthermore, Bakker et al. advocate the use of
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embodied metaphors within the context of musical learning for children [10]. Em-

bodied metaphors are interactions that leverage the notion of embodied schemata,

or higher-order cognitive structures that emerge from recurring patterns of bodily

or sensori-motor experience. The authors effectively applied this notion through the

Moving Sounds Tangibles, a system that allows children to learn abstract sound con-

cepts such as pitch, volume and tempo by manipulating a set of interactive tangibles

designed in accordance with various schemata.

Finally, we note that, perhaps unsurprisingly, the study of movement is inher-

ently user-driven. For instance, Bakker et al. consider a “people-centered, iterative

approach” to be crucial to successful embodied interaction design [10]. Similarly,

in a bid to “foster more meaningful, reflective and satisfying engagement”, Loke

and Robertson have utilized various aspects of participatory design (a topic further

discussed in Section 2.4.2) as part of their study and design of embodied interfaces

[128, 129]. We elaborate on the advantages behind such user-driven approaches in

the following section.

2.4 User Involvement in Design

2.4.1 User-Centered Design

For years, the flashing “12:00” on VCRs exemplified the curse of innovation created

without regard for its user [50]. Nonetheless, while VCR technology itself has be-

come obsolete, complicated, frustrating and unclear interfaces have remained. To

many users, such interfaces are simply a fact with which they have learned to live.

Naturally, it is not the intention of engineers and systems developers to confuse or

aggravate their users. The problem, according to Bongers, is that “[g]enerally com-

puters do not do what the user wants, but what the engineers and designers think

the users want, or what the engineers and designers want the users to want” [24].

A developer typically works with a design model, based on how he believes a sys-

tem should behave. He attempts to communicate this model to the user through

the system image. The user, on the other hand, has developed his own model, the
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user model, through interaction with the system. Problems arise when the system

image does not convey the design model well enough to the user, leading him to

develop an incorrect mental model: ultimately, the system’s behaviour will fail to

match his expectations. The mismatch between the user and design models occurs

because developers often believe that an ideal interface is one that reflects a sys-

tem’s underlying model, or that the ideal interface for them will also be ideal for the

typical user. Norman attributes this problem to a type of “folk psychology” that

designers tend to develop, as they project their own rationalizations and beliefs onto

the rationalization and beliefs of others [142]. The user, however, generally has no

interest in or understanding of a system’s inner workings, but is more concerned

with completing a particular task using the system [77]. Developers of new musical

interfaces are not immune to this phenomenon. Jordá identifies idiosyncrasy as the

biggest problem with new musical controllers, stating that many new instruments

wind up only being used by their own creators [105]. This view is shared by Orio et

al., who also describe the design of NMIs as “marked by an idiosyncratic approach”,

especially when compared to the design of input devices in HCI [145]. Poepel agrees,

and attributes the problem to the fact that the evaluation of NMIs is “often done by

the developer or a small number of people” [150]. Such issues tend to occur because

developers of NMIs typically see themselves as one and the same as their target

users. Their understanding of every aspect of the system at hand, however, prevents

them from knowing what may be perceived by another user—even one with the same

level of musicianship—as complex. To address these re-occurring usability problems,

both within the context of HCI and music technology, a number of designers began

turning towards their target users for insight.

The process of systematically involving users throughout a system’s design and

development cycles was referred to as “user-centered design” (UCD) by Norman, who

helped popularize such an approach through his seminal 1986 book on the topic. To

summarize the author’s view, UCD is the attempt “to ask what the goals and needs

of the users are, what tools they need, what kind of tasks they wish to perform, and

what methods they prefer to use” [143]. Concurrently, Gould and Lewis devised a

concrete UCD methodology by distilling the best known user-centric practices from
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HCI research at the time. Their approach was based on three key principles: early

focus on users and tasks, empirical measurement and iterative design [81]. Gould et

al. used the 1984 Olympic Messaging System (OMS) to simultaneously apply and test

the merit of this design methodology [80]. Although the principles proved successful,

they provided more of a general guideline for designers, who were then advised to

further define and choose the specifics of user involvement in their own work. In fact,

when Vredenburg et al. conducted a survey among attendees of the CHI 2000 confer-

ence, they uncovered 13 distinct techniques commonly used by UCD practitioners:

field studies (including contextual inquiries), user requirements analysis, iterative de-

sign, usability evaluation, task analysis, focus groups, formal heuristic evaluations,

user interviews, prototypes without user testing, surveys, informal expert reviews,

card sorting, and participatory design [188]. This is consistent with Norman’s view

that pluralism is at the essence of UCD: there is no single best approach that pro-

vides a design solution [143]. Ultimately, user-centered design dictates that emphasis

should be placed on the user rather than on the technology, and that products should

accommodate their users, rather than the other way around.

We note that a more recent trend in the HCI community has seen a shift away

from the term “user-centered design”, and towards labels such as “human-centered”

or “people-centered” perspective instead, due to the connotations they imply. Most

notably, Bannon argues that the idea of human-centered computing marks a paradigm

shift: rather than explore where users fit within the process of automation, devel-

opers should regard design, development and use of software systems as inherently

human activities that are fundamental to the computing discipline [12]. In other

words, instead of focusing on how specific tools can be designed to help users accom-

plish specific tasks, the human-centered perspective encourages developers to strive

for a better understanding of how people live in the world, and to design systems

accordingly. Artefacts, Bannon further argues, are not simply tools, but components

of a dialogue between humans and their environment. Given its emphasis on “how

people live in the world”, rather than the minutiae of their behaviours, we argue that

the idea of people-centered design lends itself quite well to experience—rather than

task-based evaluation, a topic further explored in Section 2.5.3.
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2.4.2 Participatory Design

While Vredenburg’s survey, described in the previous section, lists participatory de-

sign (PD) as a “commonly used UCD method” [188], many of its proponents view

it as a separate and entirely different approach. Similar to user-centered design,

PD encompasses guidelines aimed at tailoring end products to their users’ needs.

However, the major difference between UCD and PD is the nature of the user’s in-

volvement in the design process: whereas UCD involves designers calling on users

at regular, pre-defined intervals of the design process, PD partners creators and end

users as active stakeholders throughout the entire process. Furthermore, while UCD

can be regarded as a relatively unidirectional method where prototypes are used as

a means of collecting user feedback that is subsequently incorporated as the designer

best sees fit, PD involves a two-way exchange of information [138]. Additionally, and

somewhat in contrast to UCD, PD not only stems from but continues to be employed

in a large number of fields beyond interface design. In fact, originally named “co-

operative design”, PD emerged in Scandinavia in the 1960s and 1970s as a method

of involving members of trade unions, rather than just managers, in the making of

decisions affecting workplace conditions. Today, the field, as described by Muller,

is “extraordinarily diverse, drawing on fields such as user-centered design, graphic

design, software engineering, architecture, public policy, psychology, anthropology,

sociology, labor studies, communication studies and political science”. The author

further describes PD as “the third space in HCI”, an “in-between” region where

various participants can combine their knowledge and reach new insights that better

meet their mutual needs [138]. Similarly, Fowles believes that collaboration between

diverse parties can transform “symmetry of ignorance”, or a lack of comprehension

between designers and users, into “symmetry of knowledge” [74]. Muller proposes

a number of strategies for information exchange during the PD process, such as

workshops, storytelling and games. One that we found particularly relevant to the

nature of our work is low-tech prototyping. Given that novel musical controllers

and environments do not naturally lend themselves well to paper prototyping (the

approach traditionally employed in the early stages of many HCI applications), we
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found low-tech prototyping to be an effective method of introducing to end users new

technologies as they evolve throughout a project’s life cycle. As users are encour-

aged to think of and form relationships with technologies they may not have been

exposed to before, low-tech prototyping promotes a deeper user contribution than

conventional paper prototyping [138]. Our adoption of this technique is described

later in Section 5.1. Another participatory design method that proved to be of rel-

evance to our system design is that of cooperative prototyping, a topic we further

address in Section 8.1.

2.4.3 Music-oriented HCI

As explained earlier in Section 2.4.1, many NMIs fail to find adopters outside the

world of academic research. Geiger attributes this problem in part to a lack of estab-

lished guidelines for the design of NMIs. He explains that since mapping strategies

for novel controllers suffer from “missing interface standards and little design expe-

rience”, a “try-and-error approach” is more often adopted by developers [76]. The

search for a solution to such issues has led to the emergence of “music-oriented

HCI” research, where the development of new sensing technologies, creation of map-

ping strategies, and user involvement in design are heavily driven by HCI know-how.

Bongers, for instance, explains that the creation of sensible mappings for NMIs should

be informed by research in HCI, which can help “restore the relationship between

that which is felt and the sounds produced” [22]. In support of his argument, the

author adapted design practices from HCI to create a theoretical framework for the

design of input and output paradigms for performer-system, system-audience and

performer-system-audience interactions. As another example, Salter relied in large

part on existing HCI techniques to design the Schwelle responsive environment (de-

scribed in Section 2.3.3 above), a project he hoped would enable him “to develop a

position and framework that exploits the tensions among mapping, sonification and

composition for sensor-based responsive audio environments” [164].

Some developers of NMIs took an interest in HCI research beyond mapping

and interaction design, choosing instead to adopt the user-centric methodologies
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described previously in Section 2.4. A notable example is the work of Wanderley

and Orio, who posit that “results from HCI can suggest methodologies for evalu-

ating controllers, provided the context of interaction is well defined”[189]. Inspired

by Buxton’s work on the assessment of input devices, the authors argue that the

user-centric evaluation of novel input devices can best be accomplished when such

devices are matched to potential applications using simple, representative musical

tasks. Such tasks, they add, should be designed to account for important parame-

ters of “usability” within the context of musical performance, namely: learnability,

explorability, feature controllability and timing controllability [145]. In turn, Kiefer

et al. have applied Wanderley and Orio’s proposed methodologies to the evaluation

of various musical controllers. For instance, in a usability experiment examining the

Nintendo Wiimote as a musical device, participants were asked to perform simple,

musical tasks using drumming-like motions or continuous tracing gestures. Such ges-

tures were also performed using a more established controller (the Roland HPD-15

Hand-Sonic), to provide a baseline for statistical comparisons. Participants were

subsequently interviewed on their experience with both devices, as a supplement to

the quantitative gestural data captured by the input devices [112]. Kiefer also con-

ducted a similar usability experiment to assess a novel malleable controller for sonic

exploration [111]. As another example, Bau et al. relied on participatory design

methods from HCI for the development of the A20, a polyhedron-shaped, multi-

channel audio input/output device. Throughout its design, the authors held par-

ticipatory workshops where non-technical users were invited to explore the system’s

potential as a collaborative personal music player [14]. They were placed in groups,

and asked to generate their own use case scenarios where the A20 could be used to

address the theme of mobile social interaction through music. Overall, the authors

were impressed by the richness of the ideas generated, many of which they had not

anticipated themselves. Similarly, Geiger et al. employed participatory design tech-

niques in the early design phase of the VRemin, a set of 3D interfaces for a virtual

Theremin [76]. The findings helped the authors determine the necessary refinements

required for subsequent versions of the VRemin. The Do It Yourself Smart Experi-

ence (DIYSE) Project is another instance of HCI methodologies used in the design
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of a musical interface. The goal of the project was to co-design novel interfaces with

musical therapists that may help them in their work with people who have learning

disabilities. By working closely with the therapists through the design and testing

phases, the authors were able to examine the role of novel technologies in special

education [132]. Most notably, however, Alexandraki and Akoumianakis based their

DIAMOUSES framework, described earlier in Section 2.2.2, on a series of surveys,

questionnaires, site visits and semi-structured interviews with representatives of their

target end-user communities, all designed to help the authors understand the various

possible contexts for network musical performance [4].

While the authors mentioned above agree that user involvement can provide the

much needed structure to musical interface design, there is less of a consensus when it

comes to deciding the exact nature of this involvement. For instance, while designing

the VRemin, Geiger et al. found “no clear pre-existing requirements for software of

this kind” and therefore had little choice but to adopt an exploratory approach [76].

The problem, in part, is that techniques borrowed from traditional HCI are appli-

cable to the user-centric design of NMIs only to a certain degree. Kiefer et al., for

instance, explain that “HCI methodology has evolved around a task-based paradigm

and the stimulus-response interaction model of WIMP systems, as opposed to the

richer and more complex interactions that occur between musicians and machines”

[112]. In particular, the authors found that while HCI techniques allowed them to

evaluate overall user performance with a controller, they were unable to capture “in

the moment” data about the user experience, something they believe is important for

musical evaluation. Furthermore, the practical tools examined in HCI are typically

evaluated by collecting and studying quantifiable aspects of performance. However,

to what extent is it possible, or even meaningful, to quantify a user’s efforts with a

musical interface? As Wanderley and Orio put it, “what is the role of qualitative

versus quantitative measurements in the evaluation of musical tasks?” [189]. The

type of information that designers elicit from users, and the manner in which they

elicit such information, have been topics of much discussion among creators of NMIs

and digital arts, keen on adopting UCD methodologies. The following section sheds

some light on the challenges of measuring relatively abstract concepts that are inher-
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ent to the successful design of NMIs, such as user enjoyment, creativity, expressivity

and overall experience.

2.5 System Evaluation: Going Beyond Usability

According to MacDonald and Atwood, the emergence of human-computer interac-

tion as a field in the 1960s and 1970s was, in part, driven by a growing interest in

“evaluating the speed of the user rather than the speed of the system”. Throughout

the following decades, such an interest in user performance evolved into the notion we

now refer to as “usability”, commonly measured through five performance metrics:

time to complete tasks, error rate, accuracy, task completion rate and satisfaction

[133]. Subjects are asked to use the system under evaluation to perform a large num-

ber of short, repeatable tasks that can, in turn, be assessed quantitatively to help

determine some measures of success. However, as Johnston explains, “[S]oftware

designed to facilitate musical expression presents a problem in this context, as it is

difficult to formulate tasks to assign to users that are measurable but also meaning-

ful” [104]. On this matter, Cariou also notes that “it is not only undesirable but

impossible to define the musician’s task” [36]. Furthermore, Höök et al. argue that

the “the major conflict between artistic and HCI perspectives on user interaction is

that art is inherently subjective, while HCI evaluation, with a science and engineer-

ing inheritance, has traditionally strived to be objective” [96]. As a result, while the

emergence of music-oriented HCI has led to a marked increase in the adoption of

user-driven techniques among designers of new musical interfaces, many have found

traditional usability tools to be inadequate for studying systems of an artistic nature

[17, 33].

All of this has driven the need for different approaches that are better suited

to the study of non-utilitarian systems. In this section, we discuss various research

paradigms such as mixed-methods, the qualitative experiment and experience-based

HCI, and examine a number of evaluation techniques that have emerged from the

design and study of alternative types of interactive systems.
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2.5.1 Mixed Research

For years, proponents of qualitative and quantitative research have stood at odds

with one another, arguing for the superiority of their chosen methods. On the one

hand, qualitative purists believe that social observations are as important as physi-

cal, measurable phenomena. On the other hand, advocates of quantitative research

claim that such social observation cannot be objective and free of bias, thereby being

detrimental by nature to their goal of establishing “time- and context-free generaliza-

tions” [139]. To further complicate matters, throughout the course of what Johnson

et al. refer to as the “paradigms wars”, a number of researchers have even argued

that both paradigms are incompatible and should not be mixed [103, 140].

Frustrated with the inadequacies of using a single paradigm, however, a grow-

ing number of researchers began combining elements of quantitative and qualita-

tive research in the 1980s. As this practice gained traction, methodologists began

to formalize the concept of “mixed research”, and examining the applicability and

merits of such an approach. According to Johnson and Onwuegbuzie, mixed re-

search is defined as “the class of research where the researcher mixes or combines

quantitative and qualitative research techniques, methods, approaches, concepts or

language into a single study”[103]. Mixed research paradigms can, in large part, be

classified into two major categories: mixed-model techniques, where qualitative and

quantitative approaches are mixed within or across several stages of the research,

and mixed-method techniques, where an overall study includes separate qualitative

and quantitative phases. Ultimately, one should aim to combine various strategies

in such a way as to complement their strengths, without overlapping their weak-

nesses. According to Stroheimer et al., quantitative research is based on “deduction,

confirmation, theory/hypothesis testing, explanation, prediction, standardized data

collection, and statistical analysis”, while traditional qualitative research focuses on

“induction, discovery, exploration, theory/hypothesis generation” [174]. Thus, one

ideal combination involves using qualitative methods to develop hypotheses that can

subsequently be tested via quantitative techniques. Another approach is to conduct

qualitative interviews to provide additional meaning and context to quantitative
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experiment data. In the end, researchers are encouraged to mix approaches individ-

ually by considering the advantages and disadvantages of each in light of the subject

matter at hand. To help with such decisions, one can refer to the extensive list of

strengths and weaknesses of both qualitative and quantitative research provided by

Johnson and Onwuegbuzie. Table 2.1 provide a selection of items from those lists

that we found to be particularly relevant to the nature of our research.
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Strengths of Qualitative Research Weaknesses of Qualitative Research

• It is useful for studying a limited num-

ber of cases in depth.

• It is useful for describing complex phe-

nomena.

• Data are usually collected in naturalistic

settings in qualitative research.

• Qualitative researchers are responsive to

changes that occur during the conduct

of a study (especially during extended

fieldwork) and may shift the focus of

their studies as a result.

• Knowledge produced may not general-

ize to other people or other settings

(i.e., findings may be unique to the rel-

atively few people included in the re-

search study).

• It generally takes more time to collect

the data when compared to quantitative

research.

• Data analysis is often time consuming.

• The results are more easily influenced

by the researcher’s personal biases and

idiosyncrasies.

Strengths of Quantitative Research Weaknesses of Quantitative Research

• Data collection using some quantitative

methods is relatively quick.

• The research results are relatively in-

dependent of the researcher (e.g., effect

size, statistical significance)

• Data analysis is relatively less time con-

suming (using statistical software).

• It is useful for studying large numbers

of people.

• The researcher may miss out on phe-

nomena occurring because of the focus

on theory or hypothesis testing rather

than on theory or hypothesis generation

(called the confirmation bias).

• Knowledge produced may be too ab-

stract and general for direct application

to specific local situations, contexts, and

individuals.

Table 2.1: Selected strengths and weaknesses of qualitative and quantitative re-
search, sampled from Johnson and Onwuegbuzie’s extensive list [103].

As an example within the context of music-oriented HCI, Pras and Guastavino

have successfully utilized both categories of mixed research as part of their extensive

study of the interactions between musicians, record producers and sound engineers

in the studio [154]. For instance, in one study exemplifying the mixed-model ap-
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proach, excerpts from recording sessions were evaluated by participating musicians

and producers both qualitatively (using open-ended questions) and quantitatively

(using Likert scales). The goal was to determine whether the outcome of such eval-

uations could help musicians improve from one take to the next [153]. In another

study aiming to improve communication between musicians and record producers,

a mixed-method approach was used: group interviews involving both types of users

were conducted before a recording session, helping them establish a common vocab-

ulary and reach a consensus regarding the artistic direction of their collaboration.

The success of these pre-production meetings was then later established using a

post-production questionnaire, where participants expressed their level of satisfac-

tion with the overall sound quality, and whether it corresponded with the wishes

they expressed during the group interviews [152]. Similarly, Kiefer et al. have also

relied on mixed research in their user-centric evaluation of musical controllers, de-

scribed earlier in Section 2.4.3. With a philosophy influenced by HCI research, the

authors conducted a number of experiments to assess performance with their con-

trollers. Adopting a mixed-model approach, they supplemented logged quantitative

data with the qualitative analysis of user comments made during and after test ses-

sions. In the end, both types of techniques helped paint a more accurate picture of

overall user performance with new musical interfaces [112].

Within the context of interactive arts, Candy et al. also encourage mixed research

as a means of understanding and, in turn, improving user engagement. In agreement

with our views on the complementarity of qualitative and quantitative methods, the

authors state that while quantitative methods can help verify a hypothesis, quali-

tative methods are useful for developing hypotheses and detailed insight on specific

cases. Therefore, while studying user experience with beta space, an experimental

environment at the Powerhouse Museum in Sydney where the public can engage

with the latest research in art and technology, the authors combined three types

of data collection methods: direct observations to investigate user behaviours, and

questionnaires and interviews to investigate intentions and reflections behind those

behaviours. While the results of the questionnaires could be quantified directly,

careful qualitative analysis was applied to the observations and interviews. First,
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the observations were acquired by means of a context analysis, a technique whereby

researchers present at the scene record, in as unobtrusive a manner as possible, events

that take place in field diaries supplemented by audio recordings. Subsequently, the

data produced through such diaries and recordings, along with the answers obtained

separately through the user interviews, were examined via the content analysis tech-

nique [33]. Content analysis, a popular methodology in the social sciences, allows

researchers to derive information from non-numeric data. At its core, content anal-

ysis operates on the principle of grounded theory, or the notion that hypotheses are

contained within and can be induced from data collected during an experiment. This

is in contrast with traditional (and typically quantitative) scientific research, which

postulates that hypotheses should be clearly formed before an experiment. While in-

terpretation of verbal and behavioural data is subjective by nature, content analysis

introduces a certain level of rigour to the process: the process relies heavily on a pro-

cedure known as coding, during which codes, or tags with pre-defined meanings, are

assigned to events in a data set (such as behaviours obtained from user observations,

or quotes obtained from user interviews). Coding is typically applied in an iterative

fashion, whereby codes deemed similar enough are grouped and combined, until a

smaller, relatively stable set of codes emerges. From this resulting set of codes, re-

searchers can subsequently begin to draw some of the ideas behind the broader user

motivations, tendencies and goals.

Mixed techniques provide an “expansive and creative” approach that not only

helps researchers overcome the inherent limitations of individual methodologies, but

also promotes collaboration across multiple disciplines. In fact, a growing number

of HCI researchers are mining the social sciences for techniques that can help sup-

plement the quantitative approaches for which the field is renowned. Nielsen, for

instance, states that “[i]t’s a dangerous mistake to believe that statistical research

is somehow more scientific or credible than insight-based observational research.”

Explaining that a fixation on numbers can lead usability studies astray, the au-

thor adds that qualitative studies are “less likely to break under the strain of a few

methodological weaknesses” [141]. One technique in particular that has proven to

be quite effective due to its strong procedural nature is the qualitative experiment.
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Its adoption by the HCI community is discussed in the following section.

2.5.2 The Qualitative Experiment

Despite its long history in the social and natural sciences, the term “qualitative

experiment” was not formally defined until the 1980s, largely through Kleining’s

analysis of existing scientific methods. According to Kleining, a qualitative exper-

iment is “[t]he intervention with relation to a (social) subject which is executed

following scientific rules and towards the exploration of the subject’s structure. It is

the explorative, heuristic form of an experiment” [116] (translated by [155]) . The

qualitative experiment begins with theorizing the existence of relationships and pro-

cesses that are difficult to quantify, and that can only be quantified after additional

special treatment. Subsequently, variables deemed related to such relationships and

processes are examined in rigorous experimental settings analogous to those used in

quantitative experiments. However, where the qualitative experiment differs from

its quantitative counterpart is in the nature of the data collected: interviews, dis-

cussions, case studies and diaries are some examples of the techniques commonly

used to elicit user feedback in the qualitative experiment. Ideally, the results of the

qualitative experiment should serve to develop hypotheses that can, in turn, be veri-

fied through quantitative studies. Thus, both approaches can effectively complement

each other, providing, as mixed research typically does, a more complete picture of

the subject matter under consideration.

The exploratory nature of the qualitative experiment renders it quite suitable

for developing mental models of user interaction with systems that are completely

novel, or that employ new technologies that have yet to be fully understood or doc-

umented. In addition, the qualitative experiment can be useful in understanding

hedonic qualities of interaction that may be difficult to quantify. As a result, qual-

itative experiments have enjoyed a growing popularity with the music-oriented HCI

community for a number of years. For instance, Johnston et al. conducted a qualita-

tive experiment to test novel software musicians could use while playing traditional

acoustic instruments to create a mix of computer-generated and acoustic sounds,
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as well as associated visuals. The authors felt strongly about their choice of study,

explaining, “If the aim had been to produce a general-purpose musical instrument

for performing music in a well-established tradition, then this would be simpler.

Tasks such as playing a scale, trilling etc. could be assigned and measurements to

ascertain how successfully users are able to execute them.” However, the software

was specifically designed to “disrupt habitual ways of thinking about music” and,

in turn, encourage musicians to explore new ways of playing and composing [104].

Thus, a quantitative study could not have adequately helped evaluate the defining

characteristics of the virtual instrument. The authors therefore designed a quali-

tative study anchored on content analysis, and encouraged the seven professional

musicians who interacted with their system to “think out loud”. All sessions were

filmed. Furthermore, an observer attended each session to take notes and provide ad-

ditional perspective. Subsequently, the authors utilized grounded theory techniques

to explore a two-fold question: how the musicians approached the virtual instru-

ment, and how it affected the music-making process. The procedure Johnston et

al. used consisted of four steps: transcribing all video footage (including non-verbal

incidents); line-by-line open coding of the transcripts; memoing, or noting relation-

ships as they emerge during coding; and sorting, or organizing the memos to identify

core issues. Overall, Johnston et al. found that their process did not necessarily help

them understand how to design better instruments. Nonetheless, it was very useful in

determining what musicians did and did not like about the virtual instrument. Most

notably, however, the authors maintain that “[e]ngaging in loosely structured dialog

with expert creative users is effective in building an understanding of the sometime

complex ways in which they interact with software while engaged in creative work”

[104].

Designers of interactive installations are also fast becoming proponents of quali-

tative user evaluations. For instance, throughout their study of user interaction and

engagement with interactive arts, Bilda et al. have noted that experience with an

artwork can be as unique as the work itself and, as a result, found that the appropri-

ate evaluation technique must be tailored to match each system under examination.

As a result, during the design of GEO Landscape, an installation that allows users
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to create a story by moving through a digital landscape, the authors relied on quali-

tative evaluations of user experience to improve their system design. Their approach

was based on a desire to understand the emotional aspects of interaction, which the

authors felt they could not adequately capture using the “too regimented” existing

usability techniques [16]. Therefore, they designed a two-stage contextual inquiry to

examine the interactions of six novice and six expert users with the system. Dur-

ing the first stage of the inquiry, participants were invited to explore the system

freely. Following this initial introduction, they were asked to show or explain how

they interacted with the work. This segment helped determine whether users did in

fact understand the various components of the interface. The second stage of the in-

quiry encouraged participants to explore the system again, this time while expressing

any opinions about newly discovered aspects of the work. Throughout that stage,

the researchers also directed additional questions to the participants to determine

whether they fully uncovered all the layers of the work, and considered their mean-

ings. Both stages were filmed and a content analysis was performed to outline the

similarities and differences between the novices’ and experts’ reactions and prefer-

ences. The findings helped the authors understand how to refine GEO Landscapes

in such a way as to better sustain user interactivity and, in turn, increase audience

engagement with the work.

Developers of new musical interfaces and interactive installations are not the

only ones to embrace qualitative evaluation as an essential component of the user-

centric doctrine: despite the ubiquity of quantitative experiments in HCI, a number

of researchers have recently begun advocating the unique advantages that qualitative

methods stand to offer designers of practical systems and applications. Most notably,

to promote the use of rigorous and procedural qualitative methods, Ravasio et al. cre-

ated a formal framework for the qualitative experiment specifically tailored for HCI

researchers. The authors provide six possible strategies for observing test-dependent

variables in a qualitative setting [155]:

• Separation/Segmentation: The system is partitioned into various sub-parts,

and each part is then isolated from the whole and examined.
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• Combination: The system is combined in a new way with another system. One

then examines the extent to which the systems are different from or compatible

with one another.

• Reduction/Attenuation: Stepwise, individual functionalities of the system are

removed or attenuated. One then studies the effect this has on the overall

system.

• Adjection/Intensification: The reverse of reduction/attenuation, where aspects

of the system are intensified and their impact examined.

• Substitution: Certain parts of the system are replaced by new ones. One then

studies instances where a small substitution has a large impact, or a large

substitution has a small impact.

• Transformation: The whole system is transformed, with only a handful of old

attributes remaining the same. The impact of such change is then examined.

Ravasio et al. advocate using the qualitative experiment when one’s goal is “to

discover (rather than to verify) structures, procedures, processes and their inter-

dependencies, and when the setting should be as close as possible to real-life ... but

still require a degree of controlled removal of context” [155]. Together, the strategies

they propose offer systematic means of uncovering relationships between the parts

of a system, and can help in determining which aspects of the user experience each

of these parts is most likely to impact. In addition, due to its exploratory nature,

the qualitative experiment lends itself quite naturally to the study of those rather

subjective facets of interaction that constitute a large part of the user experience, as

discussed in the following section.

2.5.3 Experience-Based Design

When Gould and Lewis introduced their “key principles” for usability design, they

advocated for an early focus on user tasks. However, with a growing number of varied

disciplines turning to HCI research for guidance on designing not only usable, but
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also engaging systems, many researchers were faced with the shortcomings of this

task-based approach. MacDonald and Atwood, for instance, argue that “[a]s use con-

texts have broadened and technologies have become more pervasive, designers and

evaluators recognized the importance of considering the “non-utilitarian” aspects of

using computers, which shifted the focus from task-based performance to user affect

and the value of computer interaction in everyday life” [133]. Furthermore, with

the introduction of the human-centered perspective, Bannon adds that technical and

functional characteristics had become insufficient, and calls for a better framework

for conceptualizing human activities both at the interpersonal and behavioural lev-

els [12]. Kaye et al. further posit, “what of technology not for accomplishing tasks

but for having experiences, for expressing one’s identity, for flirting and arguing and

living?”[110]. The authors add that evaluating solely on usability is “to miss the

very point of these technologies”. Such frustrations, in turn, led to the emergence of

what is now known as “third-wave” or “third-paradigm” HCI, a trend described by

Kiefer et al. as a “a response to the evolving ways in which technology is utilised as

computing becomes more increasingly embedded in daily life” [112]. Third-wave HCI

promotes an experience- rather than task-based approach to user-driven design. It

encourages what Fallman and Waterworth describe as a focus on “experiences rather

than performance; fun and playability rather than error rate; and sociability and

affective qualities rather than learnability” [66]. As a result, third-wave HCI is par-

ticularly suited to the design and evaluation of novel interactive musical interfaces.

This view is supported by Blaine and Fels, for instance, who advise designers of col-

laborative musical interfaces to replace traditional music metrics based on melody

with ones that place more emphasis the musicians’ overall experience [19]. Within

the context of interactive arts and installations, Bilda et al. add that studying en-

gagement is “not just about fulfilling a goal or a series of tasks; rather it is more

about what a participant feels and experiences” [16].

In addition, experience-based HCI has proven quite effective in the design and

evaluation of embodied interfaces. For instance, throughout the design of the Ariel

system (described earlier in Section 2.3.4), Corness and Schiphorst concentrated on

“intuition, empathy and intention as key elements in interaction” [55]. As such,
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their evaluations of the system consisted of long-term user studies where, rather

than complete specific tasks, performers were asked to improvise with the system

for multiple sessions, and explore such issues as trust, presence, connection and

communication. Similarly, in their exploration of movement awareness in ubiquitous

computing, Levisohn and Schiphorst advocate an emphasis on learning, enjoyment

and aesthetics as crucial to the successful design of embodied interaction [124]. As

another example, Loke and Robertson describe the design of embodied interactions as

one with a focus on the “the movement, bodily awareness and felt experience, which

account for such “ineffable” qualities of human experience; qualities which can often

escape definition or measure, but are a necessary part of meaningful experience”

[130].

The evaluation of the user experience, however, remains somewhat of a chal-

lenge. Fallman and Waterworth, for instance, argue that it is necessary to “to find

or develop appropriate and mature procedures for gathering and analyzing empirical

data in relation to these new, experience and meaning-related aspects of interacting

with computers” [66]. However, as MacDonald and Atwood explain, evaluators face

a “lack of shared conceptual framework” for the user experience. The authors ar-

gue that it is common practice to associate non-instrumental or hedonic goals with

experience, and instrumental or pragmatic goals with usability. As a result, the eval-

uation of experience has typically focused on hedonic attributes, while the evaluation

of usability attempts to capture pragmatic ones. Nonetheless, some researchers have

found that the user experience encompasses both the hedonic and pragmatic aspects

of system use. Kaye et al., for instance, explain that while the evaluation techniques

for task-focused measures, such as “classical notions of usability”, are inadequate

for the evaluation of experiences, they are still far from unnecessary [110]. In fact,

O’Brien and Toms have identified perceived usability, aesthetics, focused attention,

felt involvement, novelty, and endurability to be six attributes that constitute en-

gaging experiences according to existing literature on the topic [144]. In addition,

Hassenzahl and Ulrich found that the inclusion of active instrumental goals in sys-

tem evaluations had an impact on the way users perceived their overall experience

[90]. As a result, both the pragmatic and hedonic facets of interaction should ideally
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be examined during experience evaluation. While pragmatic goals can typically be

quantified according to such metrics as task completion time, accuracy and error

rates, the study of hedonic qualities, such as “fun, pleasure, goodness and beauty”

[17], can be more difficult. Such challenges are explored in the following sections.

Affective Computing

Typically, musicians and artists express a greater interest in the hedonic aspects of

their experience with a system than they do for the system’s efficiency or practi-

cality. However, a number of researchers have demonstrated that users of practical

applications also exhibit a strong appreciation for other, less pragmatic qualities of

interaction. One particular area of HCI notable for reaching beyond the traditional

notion of usability is that of affective computing. A relatively modern field originating

from Picard’s seminal 1995 paper, affective computing focuses on the development

of tools that can recognize, process and, in some cases, even simulate human feelings

and emotions. As Norman explains, emotions can change the way we approach a

problem, making cognition and affect, processes that lead to understanding and eval-

uation respectively, a “powerful team” [142]. As a result, a growing number of HCI

practitioners are exploring what Chateau and Marisol describe as “the emotional

dimension of Computer-Human Interactions”, in an attempt to unlock its potential

for vastly improving user interaction with a system [45].

Due to its ability to “change our emotional state”, aesthetic appeal is one char-

acteristic in particular that has proven to be quite critical to the study of affective

systems [142]. In fact, Lavie and Tractinsky suggest that visual aesthetics are a

strong determinant of users’ satisfaction and pleasure with a system [120]. As an ex-

ample of this notion, Tractinsky et al. uncovered a strong correlation between users’

perception of the aesthetics of an interface and the usability of an entire system,

which was, in their case, an automated teller machine [186]. Similarly, Hassenzahl et

al. found that novelty and originality played a substantial role in the overall appeal of

a GUI they designed to control a pump in an assumed industry plant [91]. This idea

of “aesthetic interaction” has in fact been examined extensively by Petersen et al.,
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who explain that “it is not about conveying meaning and direction through uniform

models; it is about triggering imagination, it is thought-provoking and encourages

people to think differently about the encountered interactive systems” [149]. Putting

that notion to practice, the authors conceived of the WorkSPACE project, a system

that envisions a pervasive computing environment using walls, tables and floors as

interactive surfaces for the exchange and manipulation of documents. Users interact

with the system using a ball, an artifact that implies playfulness and a forgiving

attitude towards erring. They are encouraged to explore the system, appropriate

it, make mistakes, establish their own relationships with digital materials and, most

importantly, enjoy themselves throughout.

While the importance of affect in the design of engaging system is widely ac-

knowledged, there is less of a consensus on how such a quality is best evaluated.

Isbister, for instance, explains that “[e]valuation of user affect is a domain that is

not as well articulated and explored as is assessing whether a system is usable, or

whether it actively increases work productivity” [98]. To this, Hassenzahl et al. add

that “[t]raditional usability engineering methods are not adequate for analyzing and

evaluating hedonic quality and its complex interplay with usability and utility” [89].

As a result, a number of researchers have designed novel evaluation techniques that

specifically introduce a greater a level of rigour to the study of the more subjective

aspects of interaction, a number of which are listed in Table 2.2 below. We note

that while the techniques listed here could potentially be applied within a musical

context, Kiefer warns that they first “need to be assessed specifically in terms of

evaluation of musical experience as well as user experience” [112].
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Name Motivation Description

Repertory Grid Tech-

nique (RGT) [66]

To empirically elicit and evalu-

ate a user’s subjective experience

when interacting with technol-

ogy.

RGT is a matrix whose rows contain qualitative constructs,

and columns represent elements under investigation. What

makes RGT unique is that it allows subjects to create their

own personal constructs, or bipolar dimensions, according

to what they deem most important when it comes to the

various elements being investigated.

Semantic Differen-

tial[89]

To reduce the efforts required in

creating personal constructs as

part of the RGT technique.

Like RGT, the semantic differential is a matrix of qualita-

tive constructs and elements under investigation. Where it

differs, however, is in its reliance on seven pre-selected con-

structs that best characterize hedonic quality for all sub-

jects.

AttrakDiff [92] To provide a tool for large-scale

studies utilizing semantic differ-

entials to examine the pragmatic

and hedonic qualities of interac-

tive systems or products.

AttrakDiff is a free web-based tool that offers experimenters

the possibility of organizing large-scale comparative stud-

ies of interactive systems. It allows for the comparison of

entirely different systems (A/B), or of different iterations

of the same system (before/after). After testing each in-

terface, subjects are asked to rate their experience using

a semantic differential. Subsequently, AttrakDiff generates

for the experimenter graphical representations of the aggre-

gated user perceptions of pragmatic and hedonic qualities

of the system(s) under investigation.

Structured hierarchi-

cal interviewing for

requirement analysis

(Shira)[89]

To explore the meanings behind

a pool of attributes commonly

used to describe emotional re-

sponse to a system.

Each participant is introduced to a system under evalua-

tion, then asked to select an attribute from a pool that in-

cludes common terms such as “controllable”, “innovative”

or “simple”. Subsequently, she is asked to list any soft-

ware features that warrant attaching that attribute. This

represents the context level. In the following step, the par-

ticipant must provide recommendations for improving each

entry in the context level. This represents the design level.

Together, the attributes and levels result in a hierarchical

personal model for each participant that, in turn, can be of

use during a system’s early design stage.
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Sensual Evaluation In-

strument (SEI) [98]

To gauge emotional response in

a non-verbal manner, thereby

preserving the rich and multi-

layered nature of the feelings ex-

perienced by users interacting

with a novel system.

SEI consists of a set of biomorphic, sculpted objects whose

contours express affective qualities. The forms of the ob-

jects were designed to be familiar on a visceral level, yet

still open for interpretation. Users are asked to select the

objects that best represents their feelings while interact-

ing with the system under examination. Their choices are

subsequently discussed in a post-test interview, and later

analyzed by the experimenter.

Product Emotion

Measure (PrEmo) [57]

To measure momentary reactions

to a product, in as fast and intu-

itive a manner as possible.

PrEmo is a self-report instrument that utilizes 18 different

animations of the same cartoon character, each expressing a

different emotion. Subjects are asked to select one or more

animations that best reflect their instantaneous emotional

response as they are shown pictures of the product(s) under

evaluation.

AMUSE [45] To create a complete picture of

a user’s emotional reaction to a

system through the synchroniza-

tion of multiple data collection

methods.

AMUSE is a computer tool that records signals from eight

electro-physiological sensors, an eye-tracker, a mouse and

keyboard tracker, windows displayed on the computer, and

video of the user. It also allows the experiment to mark

events of interest during a test session. Subsequently, the

experimenter can sync all data streams on one screen, and

analyze them simultaneously to gain a full picture of the

user’s emotional response.

Table 2.2: Overview of various techniques designed specifically for the evaluation
of affect.

Fun, Pleasure and Flow

Fels describes a “well-designed instrument” as one comprising an interface that is

constrained and simple enough to allow a novice to make sounds easily, while also

remaining challenging enough for the experienced player to explore a path to virtu-

osity [68]. A similar view is also echoed by Wrigley and Emmerson, who argue that

“musical activities must provide players and composers with continually demanding

challenges in such a way as to keep the individual interested, stimulated and in flow”

[193]. This notion of “flow” was first formalized by Cśıkszentmihályi to denote a
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state of optimal experience marked by a feeling of energized focus, full immersion

and enjoyment. [89]. A state of flow occurs when a task presents a level of challenge

that is perfectly matched to a user’s skill set, thereby precluding overstimulation on

one end, or boredom on the other. It is typically characterized by a sense of reward,

a merging of action and consciousness and, naturally, a notable level of pleasure.

In fact, Cśıkszentmihályi originially conceived of flow while investigating the con-

cept of enjoyment itself. As MacDonald et al. explain, “[i]n this flow state, people

experience a narrow field of intense concentration, they forget about personal prob-

lems, feel competent and in control, experience a sense of harmony and union with

their surroundings, and lose their ordinary sense of time” [134]. Thus, flow can be

considered a reliable indicator of pleasure and enjoyment.

Another quality that a number of designers of interactive systems have turned to

recently is the notion of “fun”. As Bushnell notes, “[w]himsy and fun are often the

precursors to powerful tools that are used later for more serious applications” [29].

Furthermore, Hassenzahl et al. consider “joy of use” to be an important dimension

of overall usability that designers must consider, if only for the humanistic view that

“enjoyment is fundamental to life” [89]. The authors add, however, that “[t]here

is an explicit difference between knowing that hedonic quality could play a role in

designing interactive systems, and actively accounting for it”. This could perhaps

be attributed to the fact that such notions as “pleasure” or “joy” are too nebulous

to define accurately. Furthermore, Blaine and Fels feel that while pleasure is clearly

observable, assessing the metrics of fun can be more ambiguous [18]. Too this, Wiberg

adds that “we have so little knowledge about how traditional usability evaluation

works in the context of fun and entertainment work, it is difficult to argue for new

approaches” [192].

While such challenges receive relatively limited attention in HCI, they have been

widely examined within the study of gaming, a field otherwise known as ludology,

where the investigations of fun, pleasure and flow are considered to be a cornerstone

of game design. LeBlanc, for example, has proposed “Eight kinds of fun”, a taxonomy

that identifies various sources of pleasure, such as sensation, challenge or discovery,

that video game players typically experience [121]. As another example, Sweetser and
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Wyeth capitalized on the notion of flow when they created the “GameFlow” model,

in a bid to better “design, evaluate and understand enjoyment in games” [176].

Combining common heuristics from the gaming literature, GameFlow is composed

of eight elements: concentration, challenge, skills, control, clear goals, feedback,

immersion and social interaction, each of which comprises criteria deemed necessary

towards ensuring that players can reach a state of flow. To quantify the assessment

of flow even further, IJsselsteijn et al. developed the gaming experience questionnaire

(GEQ), a set of in-game and post-game questionnaires targeted towards evaluating

competence, sensory and imaginative immersion, tension, challenge, and negative

and positive affect, all of which can be indicators of enjoyment levels. The GEQ also

includes a “social presence” questionnaire to measure the empathy, negative feelings

and behavioural involvement amongst players [97]. Most of the facets of flow and

pleasure that the techniques listed here examine are, in fact, commonly experienced

across a wide variety of activities. As a result, we argue that these methods may be

extended beyond the field of ludology and, with some modification, used effectively

to evaluate and improve the user experience with many types of interactive systems,

including new musical interfaces.

Creativity

Creativity has always been considered an essential quality of most, if not all, artis-

tic endeavours, including musical performance. In recent years, however, creative

engagement has come to be regarded as an important quality to consider when de-

signing interfaces meant not only for artistic purposes, but utilitarian ones as well.

For instance, Candy notes that there is a growing demand for information technol-

ogy tools that can better support the needs of “creative users”, such as professional

knowledge workers. These users are increasingly relying on computers to facilitate

creative aspects of their work, and in order to meet their demands, Candy explains

that “an understanding of the nature of creative cognition as well as an evaluation

of the tools that are used in the creative process is needed” [34]. Similarly, Vass

et al. stress the importance of supporting creative engagement in problem solving
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environments (PSEs). Interestingly, the authors state that “[t]he difference between

a problem solving user and a creative problem solving user is the presence of flow”,

a characteristic that, as discussed in the previous section, can also be an indicator

of pleasure [187]. As a result, they designed Workflow, a model that incorporates

the principles of flow into the problem solving process. By extending the concept

of usability to include creativity, Vass et al. intended for their model to improve

the design of traditional PSEs, and ultimately enhance the overall user experience

with such tools. As another example, Terry et al. examined the effect of various

interface designs on the creative process during image manipulation. They found

that creativity is best supported when the user is able “to experiment; to explore

variations; and to evaluate past, current, and potential future states” of the set of

images at hand [184]. A similar sentiment was echoed by Luhtala et al., who in

explaining the motivation behind the DIYSE project (described earlier in Section

2.4.3), express an increasing demand for “new design tools that enable creativity by

means of explorative interaction, as opposed to limited executive and mission based

interaction” [132].

The evaluation of creativity, however, continues to be an open problem. As Candy

explains, “a creative act is by its very nature, neither predictable nor repeatable”

[34]. To this, Kiefer adds that “getting people to perform a precise task can be

difficult especially when you have creative people performing a creative task”[112].

Within the context of interactive art, Bilda and Edmonds expand on this idea, stat-

ing that “[b]y its very nature, creative engagement with interactive art systems is as

varied as the individual people who interact with it ... and, therefore, quite difficult

to predict” [17]. Therefore, while these authors acknowledge that a user-centric ap-

proach can be highly beneficial to the design, evaluation and improvement of systems

that promote creative engagement, they also recommend approaching the selection

or design of any evaluation methodologies with great care. In fact, throughout their

work on the beta space project, Candy et al. opted for a “practice-led” approach,

where a studio environment was re-created in a research setting, allowing the authors

to examine artists, curators, audience members and even researchers themselves in-

volved in one aspect or other of the creative process. Various techniques such as the
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think-aloud method, where subjects are encourage to verbalize their thought process,

and the co-discovery method, where subjects discuss their interactions naturally with

one another, were combined with traditional interviews, questionnaires and observa-

tions to give researchers a thorough understanding of the various facets of creative

engagement.

2.6 Synthesis of Literature Review

While it was once seen as a mere channel for the exchange of digital information,

a growing number of artists and researchers are embracing the network, with all its

idiosyncrasies, as a unique performance environment. Nonetheless, like many on-line

collaborations, distributed performance exhibits a decreased level of social interaction

when compared to its co-present counterpart. Kapur et al., for instance, lament “the

loss of the identity of the ‘band’ itself, that is, the interaction of a finite number

of players, each with their unique role, playing together on a single stage” [106].

In that sense, distributed performance shares a common challenge with CSCW, an

application area that also often exhibits a decreased sense of mutual awareness and

spontaneous interaction [61, 171]. Furthermore, traditional research on distributed

musical collaboration has often focused on latency, with early works investigating

solutions for reducing latency, and later ones exploring the merits of accepting it. We,

however, argue that resolving issues of latency can only help musicians overcome their

remoteness to a limited extent: successful collaboration over a network depends not

only on a system’s underlying technology, but also the degree to which its interface

can support and even augment existing interactions in a meaningful way, a philosophy

to which Ackerman refers, within the context of CSCW, as bridging the “social-

technical” gap [1]. Finally, in the most ideal of scenarios, a distributed performance

system should help displaced musicians feel as though they are all present within the

network, interacting with one another in a shared space. As a result, we posit that

shared workspaces, as seen in the TeamWorkStation [99] and ClearBoard projects

[101] described in Section 2.1, exemplify the philosophy of being “in” the network

found in the literature on distributed performance, and detailed in Section 2.2.1. The
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ideas described here lead us to regard distributed performance as a unique application

area of the “same time/different place” category of CSCW [102]. Therefore, as has

been the proven case within the context of CSCW, supporting distributed musical

collaboration in a manner that engenders a sense of co-presence should begin with a

thorough understanding of the ways in which participants interact and communicate

with one another. Since positioning a target user at the centre of one’s design efforts

is a practice emblematic of HCI research, we turn to this field for further insight.

Tanaka explains that the design of new musical interfaces “should benefit from

techniques from human-computer interaction research” [181]. Many researchers in

the field of music technology would agree, as is evident from the substantial body

of “music-oriented HCI” work discussed in Section 2.4.3. Traditionally, much re-

search in this area was devoted to using knowledge from HCI to match input/output

paradigms suitably to musical tasks. However, an increasing number of NMI de-

signers are turning to user-centric techniques, another fundamental area of HCI, as

a means of refining their work. Nonetheless, there is an apparent lack of estab-

lished conventions when it comes to conducting systematic evaluations of NMIs. As

Wanderley and Orio point out, the wealth of creativity seen in the design of novel

controllers, environments and interfaces is countered by “the lack of commonly ac-

cepted methodologies for evaluating existing developments” [189]. Similarly, Poepel

describes the methods for successfully evaluating the usability of NMIs as being

“rare” [150]. This problem lies in large part in the objective, quantifiable nature of

performance indicators traditionally examined in HCI task-based system evaluations.

In contrast, much of a musician’s experience with an NMI can often be dictated by

qualities that are subjective in nature: pleasure, creativity, aesthetic enjoyment and

engagement, all of which we argue cannot be quantified directly. As a result, some

music technology researchers began adopting methodologies from the social sciences

and designing qualitative experiments to better understand these subjective aspects

of performance. Such a practice has also for some time been common among design-

ers of interactive installations who are keen on improving and sustaining their audi-

ence’s engagement through user-driven techniques. In fact, we are witnessing a shift

away from traditional, task-based, usability-driven design, and towards third-wave
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HCI, which promotes experience-based design and evaluation, particularly within

creative and artistic contexts. As described in Section 2.5.3, the experience-based

approach has become increasingly common among designers of interactive arts, mu-

sical interfaces and playful systems keen on adopting what Bannon describes as a

“human-centered perspective” [12]. Such researchers are utilizing quantitative and

qualitative techniques, and even developing entirely new tools, in an effort to create

experiences that can closely match their target users’ needs and expectations.

Orio et al. state that a “bi-directional flow of knowledge between classical HCI

research ... and the design of new computer-based musical instruments can lead to

improvements in both fields” [145]. However, while the field of music technology

has long benefited from research in HCI, the export of knowledge from music tech-

nology back to HCI has comparatively, to the best of our knowledge, been explored

minimally. The most notable example is perhaps Buxton’s treatment of interaction

paradigms through their constituent, low-level elements. Buxton has advocated for

using “tension and closure to develop phrase structure to our human-computer dia-

logues”, encouraging us, as an example, to view the components of the move, or cut

and paste, command as “being woven together by a thread of continuity similar to

that [sic] binds together a musical phrase” [30]. This compelling example encourages

us to further mine music and performance for know-how that may benefit interaction

design. In particular, we expect that studying interaction and exploring interface de-

sign within creative or artistic contexts could help us learn how to improve the user

experience within a wide variety of applications, a view supported by a growing num-

ber of researchers. For instance, in explaining some of their motivation behind the

Ariel musical system described earlier in Section 2.3.4, Corness and Schiphorst argue

that the knowledge developed from researching a performer’s embodied knowledge

could be transferred to other domains of digital interaction [55]. Similarly, Loke and

Robertson posit that their study of dancers’ movements could “offer possibilities for

opening up the landscape of the experiential, moving body in the design of new forms

of movement-based interactive technologies” [130]. As another example, Höök et al.

believe that “the perspective of artists can help HCI evaluation by suggesting some

new aspects of the relationships between system builders, users, and evaluators” [96].
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Bongers also explains that “[t]he general field of HCI research can benefit from find-

ings in the field of electronic art, where the inherently unorthodox approach leads to

experiments involving a rich and intimate interaction between people and electronic

systems” [21]. Finally, Tanaka makes an analogous observation within the context

of music, stating that “[i]nteraction patterns observed in music could in fact inform

technology design. Music is a cultural practice that has the potential ultimately to

contribute to a deeper understanding of interaction” [181]. We strongly echo these

sentiments and, in turn, wish to explore new and meaningful interaction paradigms

through our user-driven approach to the design of a novel environment for distributed

performance.

Informed by the various fields surveyed in this literature review, we sought to

develop a responsive environment that could leverage existing musician interactions

towards improving a unique form of distributed collaboration such as network musical

performance. Furthermore, inspired by the parallel ideas of the network as a “space

for being” [167] and collaboration within “shared workspaces” [99], we wanted our

system to offer participants the illusion of performing within a “shared space”, in a

bid to confer a greater level of co-presence than is possible with standard distributed

performance solutions. Finally, we strove to design such a system entirely from a

user-driven, experience-based perspective that builds on the qualitative assessment

techniques defined by Ravasio et al. [155], an understanding from Cśıkszentmihályi

of the importance of supporting flow [56] in activities such as musical performance,

and an overall emphasis on creative engagement.
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Chapter 3

Preliminary Work and Motivation

3.1 The Videoconferencing Privacy System

The Videoconferencing Privacy System (VPS) was a project that would become an

inspiration and precursor for our responsive environment for distributed performance.

It was designed to resolve the challenge of supporting privacy in a videoconference

setting through gesture detection. Turning one’s head towards someone while cup-

ping a hand around one’s mouth is usually understood to convey a desire to speak

privately with this person. Our definition of “privacy”, within the context of on-

line collaborative environments, was adopted from Fernando et al., and refers both

to avoidance of divulging confidential information or secrets, as well as to the free-

dom from disturbance by interruptions or discussions that one deems as irrelevant

to oneself [72]. Privacy is important not only for social reasons, but also for atten-

tion filtering, such as attending to a more important source of information. To this

end, the VPS used low-cost, widely available hardware to detect the semiotic ges-

ture described above, and responded by establishing private sidebar communication

between two videoconference participants.
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3.2 Design and Implementation

3.2.1 Scene Rendering

The graphical environment for the Videoconferencing Privacy System was rendered

using the Shared Reality Lab’s Audioscape platform,1 which utilizes elements of

OpenSceneGraph2 and Pure Data 3 to manage complex 3D audio scenes. To trans-

port the video between endpoints, we employed McGill’s Ultravideoconferencing soft-

ware,4 with an added module to perform background removal for effective blending

of the remote participants into the local user’s virtual scene, as illustrated in Figure

3.1. Background removal allows the projected video image of each remote partic-

ipant to seem as though they are physically part of the environment seen by the

local user, thereby increasing the overall sense of co-presence. The audio, on the

other hand, was transmitted amongst participants through Pure Data’s ~nstream

object,5 which allows Pure Data to share multichannel uncompressed audio amongst

machines through UDP at a low latency.

Fig. 3.1: The Videoconferencing Privacy System’s graphical environment

1http://www.audioscape.org/
2http://www.openscenegraph.org/
3http://www.puredata.info/
4http://ultravideo.mcgill.edu/
5http://cim.mcgill.ca/~nicolas/downloads.html
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For feedback purposes, each user was rendered locally as an egocentric avatar with

a projected vocal cone from the mouth, indicating the scope of audio propagation

to the other participants (see Figure 3.2). Additionally, the avatar’s head direction

followed that of the user.

Fig. 3.2: Local representation of each user as an egocentric avatar with directional
vocal cone.

3.2.2 Gesture Detection

As we wanted to ensure that the Videoconferencing Privacy System could be de-

ployed easily at any number of locations, we opted to use the Nintendo Wii Remote,

or Wiimote, rather than expensive motion capture systems, to track and interpret

gestures. The Wiimote includes an infrared (IR) sensitive camera that can report,

over a Bluetooth channel, the relative pixel coordinates along the x- and z-axes of

the four brightest IR light sources in its field of view. Participants were asked to

wear a custom-made “sensor strap” around their wrist, as pictured in Figure 3.3.

The strap contains a set of IR light-emitting diodes. A Wiimote was fixed in place

to detect the lights on the strap. Subsequently, the z-axis position values allow us to

determine whether the hand is raised in a cupping gesture (see Figure 3.4), while the

x-axis values reveal the approximate direction the user is facing. The latter is then

used to resolve which remote participant’s 2D video representation the local user is
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turned towards, which in turn indicates the person with whom she wishes to hold a

sidebar conversation. Once this information is collected, the audio transmitted by

the user is only received by the participant whose video representation she is facing.

All other participants cannot hear what is being said by the user until she lowers her

hand, thereby signalling, for the time being, the end of her need for privacy.

Fig. 3.3: The custom-built sensor strap built for the Videoconferencing Privacy
System.

Fig. 3.4: A user wearing the sensor strap, with her hand cupped around her mouth.
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3.3 From Videoconferencing to Network Musical

Performance

The Videoconferencing Privacy System was a prototype for a responsive environment

that, through a simple and inexpensive hardware configuration, offered its users a

higher level of control than traditional videoconferencing systems. By taking advan-

tage of commonly understood social gestures, we were able to augment videoconfer-

encing with an interesting functionality that required minimal learning and setup.

As we were implementing the VPS, however, we noted that individuals holding side-

bar discussions within a group are somewhat reminiscent of musicians “jamming”

interdependently within an ensemble. Therefore, we began to contemplate whether

it might be possible augment distributed performance in a comparable manner, and

capitalize on common interactions between musicians to offer them more responsive

and creative performance environments.

We quickly realized, however, that moving our prospects from the field of tradi-

tional videoconferencing to that of network musical performance would prove chal-

lenging. Semiotic gestures are not as clearly defined and understood in musical

performance as they are within the context of social situations. In addition, while

Wiimotes and sensor bars proved to be suitable for a videoconferencing setting, they

could only be used effectively within a limited range. Musicians, in contrast, expect

to be able to move around rather freely in order to perform in an expressive manner.

Finally, while notions of privacy and selective inclusion are integral to most social

interactions, their direct equivalents within the context of performance are less ev-

ident. As is illustrated by the wide scope of interfaces discussed earlier in Chapter

2, the choice of controls afforded by novel musical systems can often be a simple

matter of personal preference. Thus, to what extent could we successfully determine

a priori the types of interactions musicians would find desirable within a distributed

context?

In order to explore these challenges and their implications, we decided to under-

take the design of a novel system for augmenting distributed performance from a

user-driven perspective. To narrow down the scope of our task, we began with an
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outline of high-level goals we believed our system should ideally meet. Namely, these

goals are to:

• restore the social aspects of performance, which are too often lost in a dis-

tributed setting, by increasing the level of interactions among participants

• provide a platform for exploring new interaction paradigms in the distributed

context

• offer musicians novel, dynamic controls

• avoid creating a performance scenario that simply mimics the co-present con-

text

• promote network musical performance as an alluring and unique concept in its

own right

Furthermore, to better guide our design of all functions and controls while effec-

tively meeting the goals listed above, we determined that all system features should

be:

• designed with a focus on the musicians by means of user-driven techniques

• driven by embodied performer-performer interactions

• controllable in a dynamic and seamless manner that does not necessitate the

user to detach himself from the higher-level task of performance

• transparent and, whenever possible, utilizes mappings that adhere to a clear

and common metaphor

• easy to learn and remember.

In sum, our approach strives to incorporate the “walk up and play” philosophy

of Interactive Installations, the collaborative nature of Interconnected Musical Net-

works, and the fluid nature of responsive environments into the context of distributed

performance. However, we did not want our contribution to be simply yet another
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novel musical controller. As discussed earlier, music is a particularly challenging

application area for HCI. The nature of performance forces us to re-evaluate our

definitions of user goals and tasks, and calls for non-traditional input and output

paradigms. In fact, as system designers, we stand to learn quite a bit from observing

and working closely with such a unique user as the musician. Therefore, we hoped

that, ultimately, lessons could be drawn from our efforts, and that these could in

turn prove to be of use to both the HCI and music technology communities.
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Chapter 4

Understanding the Target User

As a starting point for our development of a responsive environment for distributed

performance, we decided to adopt a traditional user-centered design model. Such an

approach, as described earlier in Section 2.4.1, is based on an early and thorough un-

derstanding of the target user, followed by iterative cycles of formal tests and design

improvements. Our choice of this particular user-driven methodology was motivated

in part by the broad nature of our initial research goals. While we had established

the enhancement of distributed performance as our foremost objective, and created

guidelines to steer our efforts, our vision for any concrete functionality at such an

early stage of design was lacking at best, as we could not anticipate which specific

functionality might help improve the experience of distributed performers. Further-

more, although our target users would naturally be musicians, such a demographic

was still considered rather broad. As such, we also had to determine the specific type

of musician towards which our design efforts should be tailored. Therefore, we set

out to gain a thorough understanding of various types of musicians, with a specific

focus on their interpersonal interactions and motivations.

4.1 User Observations

We began by gathering extended “fly-on-the-wall” style video footage of musicians

playing together in a relaxed environment. The participants we worked with and
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filmed varied in terms of expertise and the length of time they had been practicing

music with each other, as seen in Table 4.1. Note that the term “Active” in the last

column refers to the length of time for which all members had been playing together

for when our observations began.

Band Players Genre Song Type Instruments Sessions Type Active

1 3 Rock Covers Electric Guitar Jam A Few Weeks
Acoustic Guitar

Electric Bass
2 4 Metal Originals Electric Guitar Rehearsal Two Years

Electric Bass
Drums
Vocals

3 3 Jazz Covers Electric Guitar Jam Never
Electric Bass

Keyboard
4 3 Jazz Covers Electric Guitar Jam A Few Weeks

Keyboard
Vocals

5 4 Rock Originals Electric Guitar (lead) and Vocals Rehearsal One Year
Electric Guitar (rhythm)

Electric Bass
Drums

Table 4.1: Description of Participating Bands.

4.1.1 What we noted

The following list provides a brief summary of the observations made while working

with each of the participating bands:

• Band 1: The musicians did not move about very much, and spent a large

proportion of their time staring at each other’s instruments. We noted a high

level of verbal communication between band members even while playing, as

they seemed at times to be unsure of how to proceed. The electric guitar player,

who seemed to have previous experience playing many of the selected covers,

took on the role of an instructor, advising the other musicians on how to play

particular progressions.
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• Band 2: The musicians were far more comfortable with one another in com-

parison to Band 1, and this was particularly notable in their body language.

They made full use of their surrounding space, with the bassist and guitarist

often moving closer to one another. In many instances, the bassist and guitarist

would assume identical poses while facing each other, playing their instrument

with one foot forward and their torsos leaning backwards. During most of the

instrumental parts, the vocalist would shy away to the side, and look at her

notes while the other musicians played on. When she was due to begin singing

once more, she would return to a close formation with the bassist and guitarist.

• Band 3: All three musicians chose to remain seated throughout the sessions

and, to ensure that our observations remained ecologically valid, we did not

pressure them to stand. Instead, we decided to focus on interaction patterns

more subtle in nature than full body motion. We noted that the bassist and

guitarist would often spend time looking at one another, smiling and bobbing

their heads in unison. The keyboardist, on the other hand, seemed rather

unsure of herself, and would often withdraw her hand from the keys when the

other two musicians began their solos. She would then slowly re-introduce

one hand, until she gained enough confidence to play with both. Interestingly,

since the structure of the jazz songs they chose dictated that they each take

turns playing 8-measure solos, the guitarist and bassist would always look up

in anticipation to the keyboardist when it was her time to start.

• Band 4: The vocalist chose to stand, while the guitarist and bassist were

seated. During the instrumental parts, the vocalist seemed rather shy and

would either watch the two musicians play at length, or flip through her note-

book of lyrics, much like the singer in Band 2.

• Band 5: The musicians seemed very comfortable in each other’s presence,

even discussing current events while absentmindedly playing their instruments

in harmony during warm-up. Their tight rehearsal space, unfortunately, did

not give them much room to move about. However, the two guitarists would
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often turn to face one another directly, leaning their bodies closer and bobbing

their heads in unison. The bassist, on the other hand, seemed more engaged

in the music itself, often closing his eyes or staring directly at the ground, but

still moving his body along with the rhythm.

As a general pattern, musicians who had performed together for longer periods

tended to interact with one another through more physically pronounced movements.

Within these ensembles, for instance, one musician wishing to devote more atten-

tion to a band mate would likely move towards him, which typically also signalled a

desire to “groove” together. In such cases, both musicians would also commonly as-

sume similar body postures. On the other hand, interactions among ensembles who

had played together more frequently, although mostly verbal, also included head

turns and sustained glances, as the musicians had a tendency to observe one another

directly while remaining fixed in place. Finally, we noted that, for all ensembles,

adjusting the overall mix mid-session was often a cumbersome task. Typically, all

levels were selected before the start of a performance, and any desired adjustments

could only be undertaken between songs, after having been discussed amongst and

agreed upon by all band members.

4.1.2 What the conversation analysts noted

Inspired by Corness and Schiphorst’s view that “a performance, even when non-

verbal, may be seen as a form of discourse or conversation” [55], and the suggestions

made by Healey et al. of parallels between informal musical and conversational inter-

action [93], we presented footage from the jam session held by Band 3 to a group of

conversation analysts led by Dr. Karola Pitsch at the Universitát Bielefeld. Our hope

was to gain some insight from a different perspective into our target users, and see

how interaction in performance compared to that during conversation, a question we

had considered through our previous work on the Videoconferencing Privacy System.

The conversation analysts were very intrigued by the problem presented, expressing

that they rarely had the opportunity to analyze extensive non-verbal interaction,

especially within the context of musical performance. They began by noting that,
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perhaps unsurprisingly, all interaction during the performance could only be exam-

ined within a “multimodal” context, meaning that all gestures and gaze directions

made little sense without the accompanying music. Next, they began to focus on

turn-taking organization. One of the basic structures of conversation analysis, turn-

taking is considered the strongest evidence for a claim to universality in language.

More specifically, they ascribed the interactions during performance to two states,

“control” and “observation”, as well as two actions, “negotiation” and “repair”.

Within the context of jazz performance, at any given time, there is one soloist in the

“control” state, while the accompanying musicians are in the “observation” state.

Near the end of an 8-measure solo, all musicians begin to prepare themselves for the

turn-taking process. The cues signalling the likelihood that a solo, or turn, might

end constitute what is known in conversation analysis as the transition relevance

phase. During that stage, the musicians engage in “negotiation” to decide who will

take on the next solo. The negotiation, followed by the switch, are often marked

by “repair” actions. Typically verbal, the repair phenomenon refers to attempts to

clear any confusion throughout the performance, but especially that which ensues

from handing the role of soloist from one musician to the next. The overall process

is illustrated in Figure 4.1.

Our discussion with the language analysts proved to be quite informative. We

had chosen to show the analysts footage from Band 3 specifically because we felt

interaction within improvisational music might prove to be a richer problem to ex-

plore than that during tight rehearsals. What is quite interesting is that the analyst

who first identified the turn-taking pattern at the end of the solos was unfamiliar

with the structure of jazz. In fact, he was only later informed by a colleague that

the musicians expected each solo to last for 8 measures, near the end of which they

would initiate the process of changing roles. A music teacher, who had not been

involved in the filming sessions, provided further confirmation of the conversation

analysts’ comments, explaining that “[i]f the guitar player is doing a solo which is

relatively improvised, the singer won’t know how long the solo will last. The gui-

tar player will get close and usually give a specific nod or look letting the singer

know he has about 3-4 beats (depending on the meter) before it’s his turn to start
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Fig. 4.1: An overview of the states and actions as described by the Conversation
Analysts
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up again.” Furthermore, she clarified that a guitar player may go up to a singer’s

microphone to harmonize vocally because it enables them to tune better by hearing

each other naturally, rather than waiting for digital feedback. “Band dynamics are

always interesting,” she added. “You will notice the singer will flash a smile to the

drummer from time to time... This isn’t just appreciation or love, it’s letting the

drummer know something in a non-verbal manner. A nod up can mean pick on [sic]

the pace and a nod to the side can mean slow it down a touch. Bands will fine tune

non-verbal communication but there isn’t a standard.”

The typology identified by the conversation analysts was extremely useful in

giving an alternative context to our observations, and helped us annotate our video

footage and classify the observed interactions in greater detail. Such annotation was

essential to the creation of our user personas, a process that we detail in the following

section.

4.2 Personas

A popular tool in user-centered design, personas are descriptions of archetypal users

constructed from “well-understood, highly specific patterns of data about real peo-

ple” [185]. Personas put a “face” on the design target, allowing system developers to

better understand and situate their users’ goals, skills and abilities. Personas can be

created through the synthesis of raw data acquired from user interviews, user obser-

vation, or contextual inquiry, a middle-ground approach where users are interviewed

“at work”. Given that we had collected extensive performance footage, we decided

to utilize our findings as a starting point for our persona definitions.

As seen in Table 4.1 above, we worked with 15 different users, who differed in

genre, instrument and session type. In order to create our personas, however, we

had to group musicians deemed similar enough into subsets that could be repre-

sented as accurately as possible through one, all-encompassing description. There-

fore, we began by investigating which factors most accurately connect various types

of musicians: was it the genre of music they preferred? Was it the instruments they

played? Or was it their motivations for engaging in musical performance? In order to
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derive a rigorous, rather than speculative, answer to such questions, we adapted ele-

ments from Young’s methodology for deriving Task-Based Audience Segments [195].

Young defines such audience segments as “groups of people who do similar things”.

As this description also reflects the very foundation behind personas, her methodol-

ogy proved to be, with some modifications, an effective tool for creating such user

profiles. Namely, our approach encompassed the following four steps:

1. List Distinguishing Behaviours: Create a detailed overview of all the ways

many types of individuals might behave.

2. Group the Behaviours: Examine the behaviours and group them appropri-

ately to create a smaller, more manageable set of actions.

3. Group the Performers: Group various types of users according to the be-

haviours they exhibit or actions they perform.

4. Create the Personas: Create a profile that best describes each group of

performers.

Our first step was, therefore, to examine our annotated footage and create an ex-

haustive list of all actions undertaken by our participating musicians.

4.2.1 Listing the Distinguishing Behaviours

While Section 4.1.1 gives a brief overview of behaviours we found interesting or

surprising, the accurate design of a persona must be informed by all aspects of user

behaviour. Therefore, we created an exhaustive list of all the behaviours we noted

during the user observation phase, as summarized in Table 4.2. The granularity

of the actions within the list reflects a focus on performer-performer rather than

performer-instrument interactions. Thus, for example, while labels such as “move

closer to another musician” or “turn to face another musician” define very specific

behaviours, broader descriptions such as “play a solo” encompass any actions used

to produce sound using the instrument itself, such as fretting a chord or hitting a

cymbal.
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Adjust effect dial Adjust volume dial
Ask another musician to play a note to
better tune own instrument

Ask for clarification

Bob head alone Bob head in unison with another musi-
cian

Change instruments Chat with another musician
Check levels Close eyes
Count down beat Decide which song to play
Discuss aspects of the song that need
change

Do the windmill

Double up on a microphone Gaze at another musician
Gaze at another musician’s instrument Gaze at own instrument
Gaze at the ground Look through a notebook or music

sheets
Move closer to another musician Play absentmindedly while others tune

their instrument
Play accompaniment to a solo Play a solo
Play other parts of a song Shift one leg forward
Show another musician how to play a
particular segment

Stand off to the side

Stop in the middle of a song Talk about setlist
Take a break Tune the instrument
Turn to face another musician Use a pedal

Table 4.2: A List of all noted user behaviour.
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4.2.2 Grouping the Behaviours

The next step towards creating our personas was to group the items in Table 4.3 in

terms of affinity. Given our interest in exploring the social and communicative inter-

actions employed by musicians, we devised the following taxonomy for categorizing

our list of observed user behaviours:

1. Playing Music: Any actions necessary to the production of sound or prepa-

ration of instruments

2. Social Behaviour: Actions that involve two-way interaction or communica-

tion between musicians

3. “Semi-Social” Behaviour: Actions that involve one-way interactions be-

tween players, or that have the potential to engage or draw the attention of

another musician

4. Solitary Behaviour: Actions that involve only one player detached from the

others

Category Behaviours

Playing Music Adjust effect dial

Adjust volume dial

Change instruments

Check levels

Count down beat

Look through a notebook or music sheets

Play accompaniment to a solo

Play a solo

Play other parts of a song

Show another musician how to play a particular segment

Stop in the middle of a song

Tune the instrument

Use a pedal
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Social Behaviour Ask another musician to play a note to tune own instrument

Ask for clarification

Bob head in unison

Chat with another musician

Count down beat (1,2,3,4!)

Decide which song to play

Discuss aspects of a song that need change

Double up on a microphone

Gaze at another musician

Move closer to another musician

Play accompaniment to a solo

Play a solo

Show another musician how to play a particular segment

Take a break

Talk about setlist

“Semi-Social” Behaviour” Do the windmill

Gaze at another musician

Gaze at another musician’s instrument

Move closer to another musician

Shift one leg forward

Stop in the middle of a song

Take a break

Solitary Behaviour Bob head alone

Close eyes

Gaze at own instrument

Gaze at the ground

Look through a notebook or music sheet

Play absentmindedly while others tune their instruments

Shift one leg forward

Stand off to the side

Take a break

Table 4.3: Musician behaviours organized by categories.
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Behaviours grouped according to our categorization scheme can be seen in Table

4.3. Examining the results, however, revealed that several tasks appeared in multiple

categories, without necessarily belonging to one more than the others. Furthermore,

we noted that the social merit of many actions might be better judged on a contin-

uous scale rather than a discrete one. Finally, not all tasks in the “Playing music”

category were strictly necessary to the production of sound, as a number of them

could be considered rather ancillary in nature. Therefore, we decided that a two-axis

organization, as seen in Figure 4.2, might produce a more meaningful task configu-

ration. The horizontal axis indicates a task’s level of sociability, from “solitary” at

one extreme, to “social” at the other. The vertical axis, on the other hand, indicates

a task’s capacity towards producing sound, from “ancillary” to “necessary”. Tasks

were arranged around the axes in a relative rather than exact manner, in accordance

with our observations, so as to illustrate more clearly the relationship between the

various behaviours in terms of both their social and musical implications. In turn,

this helps provide a more accurate overview of the similarities between user tasks.

Items appearing in clusters on our two-axis diagram were subsequently grouped

together, resulting in the list presented in Table 4.4. Each group was assigned a

descriptive label. Such labels, in turn, formed a smaller set of user tasks that helped

simplify the remainder of the persona-building process.
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Fig. 4.2: Musician tasks represented in a two-axis organization.
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4.2.3 Grouping the Performers

This step is an exercise in pattern matching. Namely, we had to match all the users

we observed to the grouped actions listed in 4.4. Therefore, we began by listing

the tasks down the leftmost column, and the types of performer across the top of

a new table, as seen in Figure 4.3. If a user was observed performing one of the

listed actions in our collected footage, we place an ‘x’ in the applicable cell. Note

that the vocalist and lead guitarist from Band 5 is treated as two different users,

“Rock Vocalist (originals)” and “Rock Lead Guitarist (originals). Given that he

plays two different roles in his band, we hoped that separating them would allow

for a more accurate grouping of the users. Subsequently, we examined the resulting

table, ignoring the leftmost column, and focused instead on the rows of x’s. Rows

that were entirely checked off were then removed, since they represented universal

actions, and were therefore not useful in helping us discern between different groups

of users. After grouping rows with similar patterns while keeping all columns in the

same order, we began looking for larger blocks of x’s. The resulting configuration can

be seen in Figure 4.4, where coloured blocks represent sets of users matched through

behaviour similarity. As Young explains, the patterns need not be exact: there is

often more than one way of grouping the x’s into blocks, and outliers are common.

Therefore, one must always review the resulting groups of users, and convince oneself

that they really do make sense [195]. In our case, the performers comprising each

block exhibited enough similarities—by role, genre, session type and/or instrument

comparability—that we were satisfied with our pattern matching. Therefore, we

proceeded to create personas that best depict each group.

4.2.4 Creating the Personas

After grouping our users according to similarities in their behaviours, we created

persona profiles that best described the musicians who formed each group. By in-

cluding information regarding the motivations, expertise and sociability of each type

of user, such profiles help paint a richer picture of our target users than the simple

classification by instrument and genre used at the very beginning of our observation
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Group Labels Behaviours

Adjust volumes Adjust volume dial
Check levels

Adjust effects Adjust effect dial
Use a pedal

Count down beat Count down beat

Discuss performance Ask for clarification
Decide which song to play
Discuss aspects of a song that need change
Stop in the middle of a song
Talk about setlist

Double up on a microphone Double up on a microphone

Feel the music Bob head alone
Close eyes
Do the windmill
Shift one leg forward

Interact with others mid-performance Bob head in unison with another musician
Gaze at another musician
Gaze at another musician’s instrument
Move closer to another musician
Turn to face another musician

One-sided behaviours Gaze at own instrument
Gaze at the ground
Look through a notebook or music sheets
Stand off to the side

Play a song Play accompaniment to a solo
Play a solo
Play other parts of a song

Prepare instruments Ask another musician to play a note to help
tune own instrument
Change instruments
Play absentmindedly while others tune their
instruments
Tune the instrument

Show another musician how to play a partic-
ular segment

Show another musician how to play a partic-
ular segment

Table 4.4: Musician behaviours grouped by similarity, according to the clusters
appearing in the two-axis organization.
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Fig. 4.3: Blocks of x’s with similar patterns in groups.
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Fig. 4.4: Blocks of x’s with similar patterns in groups.

process. The persona descriptions can be seen in Figures 4.5 through 4.9.

4.2.5 Choosing our Target User

By allowing us to downsize our initial group of 15 musicians into five types of users,

the process of creating personas helped us refine our understanding of the musician

as a target user. It also resulted in brief profiles we could keep front and center

throughout the design process, especially when the users themselves could not be

directly available. Nonetheless, we knew that tailoring a specialized system to the

specific needs of five different user archetypes could prove to be too expansive a task.

Therefore, we decided it would be best to select one type of user on which to focus.

To make such a selection, it was important for us to consider not only who would

benefit most from our system, but also would be most interested in experimenting

with a novel environment and new contexts of performance. It quickly became ap-

parent that expert musicians were perhaps best suited to such criteria, as they would
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Fig. 4.5: Persona profile of “The Headbanger.
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Fig. 4.6: Persona profile of “The Jazz Aficionado”.
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Fig. 4.7: Persona profile of “The Crooner”.
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Fig. 4.8: Persona Profile of the Serious Rocker.
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Fig. 4.9: Persona profile of “The Fan”.
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not be burdened with having to master their instruments while learning to interact

with a new system. Furthermore, musicians showing a preference for relaxed and

improvisational performances, in contrast with those who play professionally, would

be more open towards exploring new interfaces. Finally, as explained in Section

4.1.1 above, we noted that the level of familiarity between musicians strongly af-

fected their interpersonal interactions. Given our interest in examining the effects of

displacement on such interactions, and measuring the extent to which augmenting

distributed performance would further affect them, we deemed it important to work

with users who were already familiar and comfortable with one another. By closely

comparing our different personas profiles, as seen in Figure 4.10, we concluded that

“The Rocker” best exemplified the type of user who stood to benefit most from our

efforts. Thus, from that point on, we worked exclusively with users who fit that

profile, and strove to tailor our design approach to meet their expectations.

Fig. 4.10: A visual comparison of our various personas in terms of expertise, famil-
iarity with others and emphasis on self-enjoyment. The Rocker is the only persona
to score high in all three categories.
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Chapter 5

Early Prototypes

The design of our early prototypes was driven by the goals and guidelines detailed

previously in Section 3.3. Namely, we wanted to provide musicians with greater

control over their instrumental mix, capitalizing insofar as possible on interactions

already familiar to them. To this end, we mined the footage we gathered for ideas

and quickly noted that, typically, musicians could not easily adjust volume levels

mid-performance. In fact, in a live performance, this task is typically relegated

to a sound man. We also observed that, in traditional co-present settings, band

dynamics commonly included musicians moving about their space, getting closer and

further away from one another during various parts of a performance. This formed

the basis for our first feature, titled “dynamic volume”, which regulates volume, as

heard through headphones, directly on the basis of the relative positions (proximity)

between musicians, allowing them to experience each other’s volumes as getting

louder when they move closer to one another. We hoped, in addition, that this might

encourage distributed musicians to take full advantage of their performance space

as they do in co-present performance, and thereby increase their level of interaction

with one another.
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5.1 First Prototype

The earliest incarnation of our system was designed to test a preliminary version of

the dynamic volume feature, which requires a combination of position tracking and

audio processing. Given that such a system does not include any graphical elements,

we recognized that a paper prototype, though quick, would not be suited to our

needs. At the same time, by turning to the computer for a low-tech prototype, such

as that advocated by Muller and described earlier in Section 2.4.2, we were concerned

about the possibility of being sidetracked by the technical complexities of our system.

Therefore, to ensure that the majority of our time and energy would remain focused

on the user, rather than development, we established the following criteria:

1. Ecological Validity: All necessary hardware must be readily available and

easy to transport. This would enable us to conduct tests in our subjects’ usual

rehearsal spaces, with which they are already comfortable and familiar.

2. Rapid Audio Prototyping: The chosen development platform must include

libraries for handling real-time audio processing, in order to ensure timely

prototyping and debugging of simple functions.

3. Low Overhead User Tracking: By “overhead”, we refer to time and effort

spent, as we still wanted to enjoy the benefits that paper prototyping affords,

namely, “maximum feedback for minimal effort” [172]. Therefore, we needed

to identify a user-tracking platform that could provide sufficiently robust data

for our needs, while still remaining portable to comply with our “Ecological

Validity” criteria.

In light of these guidelines, we decided to develop our prototype using Pure Data

and the reacTIVision1 engine.

1http://reactivision.sourceforge.net/
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Pure Data

Pure Data is a visual programming language developed by Puckette. An open source

project, Pure Data was designed to facilitate the creation and exchange of interactive

computer music. Pure Data users have access to a large number of objects that can

be “patched” together to model audio flow and control. Through these objects,

sounds can be synthesized from scratch, or captured and manipulated, then played

back. Also notable for our purposes is that Pure Data can easily communicate with

other applications and machines through the Open Sound Control (OSC) protocol.

Furthermore, as described earlier in Section 3.1, the ~nstream external for Pure Data

allows for low-latency transmission of uncompressed audio, a feature that could be

highly desirable when developing prototypes for the distributed context.

ReacTIVision

ReacTIVision is an open source, cross-platform computer vision framework developed

by Kaltenbrunner and Bencina at the Music Technology Group of the Universitat

Pompeu Fabra. It was originally designed as a component of the Reactable, a tangible

modular synthesizer. More specifically, the reacTIVision engine can identify fiducial

markers and detect their position. All identification and position information is

subsequently sent through the Tangible User Interface Object (TUIO) protocol, an

open framework that defines a common protocol for tangible multi-touch surfaces.

As a result, the reacTIVision engine can provide fast and robust tracking of physical

objects. Furthermore, a version of the reacTIVision TUIO client was developed

specifically for Pure Data. Therefore, with minimal effort, reacTIVision could easily

be integrated into our prototype design.

5.1.1 System Configuration

The configuration of our preliminary prototype can be seen in Figure 5.1. First, a

Logitech HD Pro C910 wide angle USB webcam was attached to the ceiling. Each

musician was then asked to wear a pair of Sennheiser HD Pro 280 closed headphones,

to which we attached a fiducial marker that could be seen by the camera, and thereby
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Fig. 5.1: System configuration for our first prototype. The dashed box titled ’user’
represents components given to each participating musician.
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tracked by reacTIVision. In turn, all identification and position information was sent

to Pure Data through the TUIO client, then used to calculate the distance between

musicians. Each instrument was plugged into an amplifier, and all amplifiers were

in turn connected to a Mackie 1202-VLZ3 4-channel mixer. The output of each

channel was subsequently fed into an RME Hammerfall Multiface II, a device that can

transfer analog and digital audio directly to a computer through the accompanying

RME HDSP Cardbus. All audio streams were then processed, and individualized

mixes were created in Pure Data before being driven to each musician’s headphones

back through the Hammerfall Multiface’s output channels. If two musicians moved

closer to one another until the distance between them fell below a pre-determined

threshold (chosen in accordance with the size of the rehearsal space), they would

perceive each other’s volumes as gradually increasing in volume. Thereby, performers

could dynamically create and adjust their individual soundscapes.

5.1.2 User Feedback

We conducted some informal tests using this initial setup, during which musicians

were asked to explore the system by moving about while playing their instruments.

Unfortunately, a number of problems quickly became apparent. First, by placing the

fiducial markers on our users’ heads, and therefore closer to the ceiling camera, we

significantly reduced the effective area where they could be seen. Thus, reacTIVision

often lost track of the musicians, even if their feet or torsos could still be seen by

the camera. This meant that all musicians had to stand very closely to one another

in order to be tracked, making it very difficult for them to increase their proximity

and experience the effects of dynamic volume any further. On the other hand, when

placed on the musicians’ shoes, the markers were too small to be seen by the camera,

and were often obscured by their bodies. Furthermore, some musicians found the

level of latency they experienced, which occurred as a result of the rather large

number of hardware components that handled the audio stream, to be problematic.

Finally, the levels of noise that seeped into the final audio mixes were deemed less

than ideal. Additional tests indicated that such noise resulted from the large number
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of cables used, along with the real-time conversion of audio streams from analog to

digital by Pure Data. Although the musicians reported being able to perform despite

the noise, it proved to be a source of irritation. In light of these issues, we were unable

to evaluate this particular prototype from a usability standpoint as we had hoped.

Therefore, we were forced to re-examine our software and hardware configurations

before proceeding with any further developments.

5.2 Second Prototype

For our second prototype, we decided to forgo Pure Data in favour of Supercollider,2

and to develop a simple tracking algorithm using existing functions from the Open

Source Computer Vision (OpenCV)3 library. Such tools, as described below, still

allowed us to adhere to the lo-tech prototyping criteria established earlier.

SuperCollider

SuperCollider is an open source environment and programming language for real-

time audio synthesis and algorithmic composition. Each instance of SuperCollider

initiates a server that can communicate to local and remote clients via OSC messages,

making SuperCollider ideal for distributed audio. In addition, SuperCollider is a

dynamic programming language, allowing for quick modular testing and debugging.

Most importantly, preliminary tests showed that SuperCollider exhibited levels of

noise and latency far lower than those experienced with Pure Data, making it a

more suitable framework for our audio processing requirements.

Colour Tracking

Placing a camera on the ceiling meant that fiducial markers could only be tracked

if placed on horizontal planes or, in other words, on the musicians’ heads, shoulders

or feet. However, as described earlier, positioning markers too close to the camera

2http://supercollider.sourceforge.net/
3http://opencv.willowgarage.com/wiki/
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significantly reduced the area in which they could be seen, while placing them too

close to the ground rendered them too small for detection, and often completely

obscured by the musicians’ bodies. We therefore decided to instead detect different

colours worn by our participants. An example of what Bongers refers to as “passive

beacons” [23], a standard t-shirt covering a user’s shoulders, upper arms and torso

creates a large target with several planes that can effectively be seen by the camera.

In turn, this could vastly increase the overall area in which the musicians could

interact with one another while still being tracked by our system.

Our colour detection algorithm assumes that only one object of each colour tar-

geted for detection is seen by the camera at any given time. Written in C++, it

utilizes a number of functions from the OpenCV library in the following manner:

• A red, green and blue (RGB) frame, IRGB, is captured by the ceiling camera.

Within this image, we are attempting to detect an object of uniform colour with

a hue, saturation and value defined to be within the ranges hmin ≤ h ≤ hmax,

smin ≤ s ≤ smax and vmin ≤ v ≤ vmax, respectively.

• The image must first be transformed into the HSV format using the OpenCV

function cvCvtColor, which converts an image from one colour space to an-

other, and results in the new image IHSV .

• Subsequently, we use the cvInRange function to create a thresholded image

according to the target colour’s hue, saturation and value ranges. The result

is a binary image, Ithresh, where the detected object is white, while all other

areas are black.

• The zeroeth order moment of Ithresh, m0, is then calculated using the cvMoments

function.

• The first order moment of Ithresh along the x-axis, m1x, is calculated using the

cvGetCentralMoment function.

• Similarly, the first order moment of Ithresh along the y-axis, m1y, is also calcu-

lated using the cvGetSpatialMoment function.
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• Finally, the position of the detected object is calculated as the centroid of the

selected pixels, (px, py) = (m1x/m0,m1y/m0).

The position values are then broadcast via OSC, and can be used by any appli-

cation of our choice, such as SuperCollider.

5.2.1 System Configuration

Fig. 5.2: System configuration for our second prototype. The dashed box titled
‘user’ represents components given to each participating musician.

In terms of hardware, our second prototype’s configuration, seen in Figure 5.2,

was much simpler than the first. Each participant was asked to wear a bright red,

blue or green t-shirt, rather than a fiducial marker, in order to be identified and

tracked by our algorithm. Furthermore, since the overall sound quality and volume

achieved by connecting instruments straight to the Hammerfall Multiface proved to

be surprisingly satisfactory to our musicians, the mixer and the amplifiers were not
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used in this configuration. This enabled us to further reduce the noise and latency

levels experienced in the overall mix.

5.2.2 Preliminary User Feedback

We asked a trio consisting of a singer, keyboardist and bassist to participate in an

informal test using our system, in order to gather some preliminary feedback on

our new configuration and the dynamic volume feature. Throughout the session, a

threshold of 250 cm was set, meaning that two musicians would begin experiencing

volume changes when the distance between them dropped below that value. This

threshold was chosen as an initial figure for testing purposes, and proved to be

suitable. The participants were not given much detail regarding our system, only

that moving around would allow them to interact with it, should they wish to do so.

We watched them perform for some time until they were finally comfortable with

one another. Eventually, the singer began to move closer to the bassist and stood

next to him for some time. Then, she moved across the room to stand closer to

the keyboardist. She continued to move back and forth between both players until,

watching her, the bassist was inspired to move around as well. At the end of the

performance, the singer eagerly told us that she found the system to be very exciting,

and that she had in fact moved closer to each musician during their solos in order

to better “focus” on what they were playing. Interestingly, the bassist noted that

during traditional rehearsals, he was often frustrated at his lack of control over other

musicians’ volumes: the sound levels, while optimal for other players, could at times

be less than ideal for him. Therefore, he indicated that dynamic volume could be

beneficial in such scenarios, allowing him to create his own personalized sound mix.

Finally, the musicians also reported enjoying themselves while interacting with our

system.

5.3 User Interviews

Having received some positive preliminary feedback on the uses of dynamic volume,

we were encouraged to continue refining and expanding our prototype. As per the
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mandates of user-centered design, however, the following step in the evolution of the

system was to begin testing it in a more rigorous and iterative fashion. Nonetheless,

a question remained: what type of performance criteria would we use when evaluat-

ing our responsive environment? Ideally, any benchmarks against which our system

would be tested needed to reflect values that our target users found important. How-

ever, while our user observations and personas provided insight regarding the what

and how of musical performance, we had yet to fully appreciate the why behind

many of the musician’s actions and decisions. To uncover this type of information,

we decided to hold interviews with a sample of our target population. A non-leading

interview format was chosen in order to minimize the possible bias that may arise

from a question-and-answer style of discussion. Our first task towards conducting

such interviews was to prepare prompts that would serve to gently remind us how

the conversation should be steered. Overall, the areas we wanted to touch upon in-

cluded the subjects’ musical backgrounds, the types of rehearsals or performances in

which they participated, the nature of their relationships and interactions with their

bandmates and other musicians, their aspirations, and whether they had previously

partaken in distributed performances or tried new musical interfaces. The next step

was to recruit subjects who met our chosen persona profile, “The Rocker”, at least

in terms of expertise, emphasis on self-enjoyment and familiarity with bandmates.

Prospective participants were asked to answer an online “screener”. This consisted of

a brief questionnaire that elicited information about their musical backgrounds and

habits, and included a “softball” question to help the interviewer determine whether

a potential subject would be a good communicator. In our case, we asked interested

candidates to list any musician, alive or dead, with whom they wished they could

perform, and to describe an ideal encounter with that musician. If a candidate an-

swered the question satisfactorily and met our persona profile, they were invited back

to take part in an hour-long interview. We spoke with six musicians, one female and

five male, ranging in age from 18 to 42.
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5.3.1 Content Analysis

To avoid bias from pre-conceived notions regarding users’ needs and desires, we

applied the methodologies of grounded theory and content analysis, described in

Section 2.5.1, as we transcribed and analyzed the interviews. During the coding

process, any quotes alluding to motivations, behaviours, preferences or values held

by the musicians were assigned a descriptive tag. After all interviews had been

coded, a list of all twenty-one generated tags was compiled. Subsequently, any tags

considered sufficiently related were grouped, and such groups were each assigned a

new encompassing label, which we will refer to as “incentives”. This helped reduce

the overall set of tags to a more manageable size of seven, as seen in Table 5.1.

The interview transcripts were in turn labeled using the new set of tags and, as a

final step, the incentives were ranked according to the overall frequency of quotes

associated with each, as shown under the “Interview Analysis” column of Table 5.2

below.

5.3.2 Validation

Our next step was to check the validity of our content analysis and, in particular,

the accuracy of our incentive rankings. Since we were predominantly interested in

understanding the values deemed most important by musicians, we conducted a

survey to determine how well our ordering would match one generated directly by

musicians themselves. Our brief online survey presented participants with the list

of seven incentives identified during our content analysis, and asked that they rank

these values in order of importance. The survey was completed by 21 students, six

female and 15 male, between the ages of 21 and 40, who roughly met our “Rocker”

persona profile in terms of expertise and emphasis on self-enjoyment. None of these

participants overlapped with the set of interview subjects.

Although not an exact match, the results, as shown under the “Musician Survey”

column of Table 5.2, correspond reasonably well to the rankings generated through

the content analysis. Most importantly, the top four values chosen by the survey

respondents matched the ones produced by our content analysis, albeit in different
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Group Labels Tags

Creative engagement Artistic intent
Creativity
Technology

Enjoyment Enjoyment
Improving technical abilities Challenge

Improvement
Motivation
Technical ability

Interaction with other musicians Body language
Chemistry
Collaboration
Comfort
Communication
Interaction
Movement
Personalities

Professional pursuits Professional pursuits
Live performance Audience appreciation

Energy
Self-Expression Emotion

Expressivity

Table 5.1: A list of 21 tags uncovered during content analysis, grouped in terms of
similarity.

Rank Interview Analysis Musician Survey

1 Interaction with other musicians Enjoyment

2 Enjoyment Self-expression

3 Self-expression Creative engagement

4 Creative engagement Interaction with other musicians

5 Improving technical ability Improving technical ability

6 Live performance Live performance

7 Professional pursuits Professional pursuits

Table 5.2: Incentives ranked according to the outcomes of our interview content
analysis and musician survey.
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order. Hix and Harston advise that the number of usability goals tested in formal

experiments be kept low, citing 2-3 as an ideal figure that helps prevent testing and

analysis from overwhelming developers [95]. Therefore, it was necessary to select

only a few incentives from Table 5.2 to use as benchmarks against which to evaluate

our system. Furthermore, only the top four incentives could, to a certain extent, be

measured during an experiment, as the remaining ones required long-term monitoring

of participants. Thus, we decided that any formal user experiments should help

determine whether our system features would engage users creatively, allow them to

better express themselves, increase their level of interaction with other musicians,

and prove enjoyable to use in the process. Subsequently, our evaluation criteria

were formalized according to Table 5.3. All questionnaires consisted of prompts

accompanied by Likert scale ratings that ranged from 1 for “Strongly Disagree”, to

5 for “Strongly Agree”.

We note that such benchmarks are typically associated with experience rather

than task-based HCI. As such, throughout the remainder of our efforts, all experi-

ments were designed with a focus on the musicians’ overall experience with a given

prototype, and did not require them to carry out specific tasks during performance.

5.4 Formal Experiment

After gaining additional insight into our target users and defining our benchmarks,

we were ready to formally test our prototype. Our experiment was designed to test

our responsive environment against four different benchmarks established as a result

of our user interviews. Musicians were asked to choose a number of songs familiar to

them, and jam for approximately half an hour, once in a traditional, non-augmented

fashion, and once with our system’s dynamic volume functionality. This A/B-style

test applied the adjection/intensification and separation/segmentation strategies de-

scribed by Ravasio et al. for conducting qualitative research in HCI [155]. Our goal

was to isolate and determine the effects of dynamic volume on the musician’s percep-

tions of creativity, enjoyment, self-expression and interaction. In order to maintain

our experience-based approach, musicians were not required to carry out any specific
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Performance
Criteria

Rationale Evaluation Method Sample Questionnaire
Prompts

Enjoyment Musicians should enjoy them-
selves while interacting with
our system.

In order to quantify enjoyment,
we turn to ludology, where “flow”
and “immersion” are often evalu-
ated during game studies and used
as indicators of a player’s overall
sense of pleasure. In particular,
we adapted elements from IJssel-
steijn’s game experience question-
naire (described earlier in Section
2.5.3) to the context of musical
performance, a task made feasible
through the generalized nature of
the questions used in the GEQ.

“I felt happy”, “I felt that I
was learning”, “I forgot every-
thing around me”, “I lost track of
time”, “I felt challenged”

Creative
Engagement

Our system should allow mu-
sicians to explore new grounds
and help enhance their sense
of creative engagement.

A questionnaire based on the most
basic tenets of self-perceived cre-
ative engagement was designed to
help evaluate this criteria.

“I felt that I discovered new
things”, “I performed differently
than I usually do”, “I felt in-
spired”, “I took a risk”, “I did
something the others did not ex-
pect”

Self-
Expression

Our system should help musi-
cians better express their mu-
sical moods and ideas.

As with our evaluation of creative
engagement, a questionnaire was
created to elicit musicians’ percep-
tions of the most basic qualities of
self-expression.

“I expressed my mood musically
to the others”, “I expressed my
feelings verbally to the others”,
“I expressed my ideas musically
to the others”, “I communicated
clearly with the others”, “I felt my
individuality was well-preserved
within the group”

Interaction
Amongst
Musicians

As one of our primary goals,
we believe our system should
help increase the level of inter-
action between musicians.

The game experience question-
naire includes a component on so-
cial presence, which focuses pri-
marily on the behavioural involve-
ment amongst musicians, and
which we adapted to the context
of musical performance. In addi-
tion, position data was collected
throughout experiment sessions to
determine how participants moved
in relation to one another.

“I empathized with the others”,
“I felt connected to the others”,
“I paid close attention to the oth-
ers”, “I found it enjoyable to be
with the others”, “When the oth-
ers were happy, I was happy”

Table 5.3: Description of performance criteria and their corresponding evaluation
techniques.
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tasks under each condition. However, as per the suggested approaches for experience

evaluation described earlier in Section 2.5, the sessions were not designed to be ex-

clusively exploratory in nature, as the musicians were instructed with an active goal

of playing, as best as possible, several full songs while using our prototype. Further-

more, the musicians were instructed to voice to one another or to the test instructor

any feelings or concerns they may have throughout the session. For better compa-

rability, the musicians heard each other through closed headphones in both cases,

although, naturally, the volume mix was static in the non-augmented case. Since our

experience indicates that it often takes musicians a bit of time—typically a song or

two—to gain some momentum and feel comfortable, or “warm up”, we did not want

to interrupt them between songs to switch experimental parameters. Furthermore,

by avoiding changes in conditions between individual songs, we hoped to lend the

experiment a more natural feel, thereby maintaining the ecological validity of the

overall experience we aimed to evaluate.

5.4.1 Band 1: Results and Analysis

We first tested our system with a 4-piece band consisting of a 28-year-old female

vocalist, a 22-year-old male guitarist, a 24-year-old male drum machine player, and a

22-year-old female keyboard synthesizer player. All four participants had performed

together regularly in the past, and fit our “Rocker” persona profile. While our

prototype had been designed to track three musicians at a time, this did not prove

problematic as the synth player had no choice but to remain relatively fixed in place,

due to the bulky nature of her instrument. Instead, she was assigned a static location

such that we could still calculate her proximity to the other musicians as they moved

about, and adjust her audio mix accordingly. In other words, she was only able to

experience the dynamic volume feature passively. The drummer, on the other hand,

had more liberty, as he could leave a sequence running and temporarily detach himself

from his instrument to control and explore the sonic landscape surrounding him.

Data was collected after each condition through the questionnaires described above,

as well as in-session through audio recordings and video footage. The participants
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were highly encouraged to think out loud, and express any feelings or concerns they

had regarding their performance.

Content Analysis

Perhaps what was most telling about our prototype were the opinions expressed by

the musicians throughout the session, and later analyzed from our video footage.

During the standard, non-augmented jam, the drummer and guitarist felt quite “in

sync” and seemed to lead the rest of the group. They reported feeling on the same

page as everyone else, and appeared relaxed, explaining that they “just let the music

flow”. On the other hand, the vocalist and synth player, who had more limited

musical experience in comparison with their bandmates, felt out of sync, and had

a hard time finding their place within the group, hesitating to contribute at times.

Both reported feeling a little “out of sorts”. During the augmented session with

dynamic volume, the vocalist took the most advantage of the setup. We suspect

that the change in condition encouraged her to begin experimenting, as she moved

around the room and expressed feeling more sure of herself. The synth player also

stated that she felt more at ease, although she noted that could be due in part

simply to warming up. The guitarist attempted to move around, but seemed unsure

of himself. The drummer expressed feeling quite frustrated at others changing the

volume around him. He felt as though he could not control or “get away from” what

was happening. As a result, he had difficulty finding his footing, and was unable to

lead the others rhythmically as well as he would have liked. Overall, the jam session

with dynamic volume sounded less cohesive in comparison to the non-augmented

one.

Questionnaire Analysis

Analysis of the questionnaires completed by the participants agreed reasonably well

with their expressed opinions. Figures 5.3 compares the musicians’ perceptions of

flow, social presence, creativity and self-expression with and without dynamic vol-

ume. The musicians’ responses to questions pertinent to each of the various factors
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were combined to calculate values in the range of 0-1. The guitarist fared worse than

the others, experiencing a sharp drop across all factors when dynamic volume was

used. Similarly, with dynamic volume, the drummer experienced an increase only in

his sense of social presence. The vocalist experienced little change in flow and social

presence across both conditions, but felt her creativity and self-expression drop with

the use of dynamic volume. The synth player, on the other hand, performed better

with dynamic volume, with the exception of her sense of social presence. We suspect

the vocalist and synth player were better able to cope with the unexpected changes

in volume due to the more improvisatory nature of their roles within the ensemble,

as opposed to the drummer and guitarist who found it more important to keep a

beat.

Fig. 5.3: Post-condition questionnaire results for Band 1 members. Averages are
shown with standard deviations.
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Data Analysis

Figure 5.4 shows the musicians’ positions throughout the sessions with and without

dynamic volume. As explained earlier, the synth player was assigned a static location.

A comparison of both graphs shows some increase in the participants’ movements

when dynamic volume was used. Perhaps more interestingly, however, additional

analysis of the position data helped shed some light on the negative impressions

registered through the footage and questionnaires. First, we note that the field

of view of the ceiling-mounted camera covered an effective area of approximately

300 × 400 cm, inside which the musicians had to remain in order to be tracked.

Throughout the session with dynamic volume, a threshold of 250 cm was set, meaning

that two musicians would begin experiencing volume changes when the distance

between them dropped below that value. This threshold had previously proven

successful within comparable spatial constraints imposed by the camera during our

past work with another group of three musicians, as described earlier in Section 5.2.2.

When we examined the musicians’ proximity to one another, however, we quickly

noted that this threshold was unsuitable for a four-piece ensemble. In fact, the

starting positions chosen by the musicians meant that the distance between them

was already below the threshold when they began playing, and this instantly threw

the drummer and guitarist off track. This also meant that they struggled to find

locations where the overall mix could return to the default values they were pleased

with during the session without dynamic volume. Figures 5.5 and 5.6 show overviews

of the distance between the guitarist and the drummer, respectively, and the other

players. As illustrated, all distances remained below the threshold, with the exception

of that between the drummer and the guitarist. Only the singer moved around

extensively in an attempt to experiment with the feature, much to the detriment

of the guitarist and drummer, who found the resulting changes in volume to be

frustrating.
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Lessons Learned

As our analysis indicated, the performance with dynamic volume did not meet our

established performance criteria. However, the lessons we learned through our ex-

periment were invaluable towards the refinement of our system. For instance, the

fact that the threshold used to activate the dynamic volume was appropriate for one

group of musicians but not another suggested that this value should be tailored to

the size of the ensemble using the system. In addition, we learned the importance

of giving users “safety” positions to which they could return should they become

overwhelmed by the volume changes induced by the movement of other musicians.

This could be accomplished by positioning the musicians on clearly marked starting

locations that allow the distances amongst them to be greater than the dynamic

volume threshold. If the volume changes prove to be too overwhelming or confusing

at some point, the musicians could return to their marked locations and, hence, their

default audio mix. After these changes had been incorporated, we set out to evaluate

our system once again.

5.4.2 Band 2: Results and Analysis

We tested our refined system with a 3-piece rock band consisting of a bassist, lead

guitarist, and rhythm guitarist. The musicians were between 27 and 31 years of

age, all male, and had performed together in the past, rehearsing and playing live

shows regularly for nearly two years. We monitored the distances between members

of the ensemble during the session without dynamic volume and found that they

appeared to be comfortable at separations of approximately 230–250 cm, typically

maintaining those distances between one another. Therefore, we determined 225 cm

to be a reasonable threshold to set for the dynamic volume session, as it would

imply an explicit move to trigger that function. Data was collected post-session

through the same questionnaires described in Table 5.3, as well as in-session through

video footage, audio recordings and position tracking. The participants were highly

encouraged to think out loud, and express any feelings or concerns they had regarding

their performance.
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Content Analysis

Looking at our video footage, we were able to gain more insight into the musicians’

impressions of our system. First, even though they were given a description of the

dynamic volume feature before the start of the session, they were quite pleasantly

surprised when they began interacting with the system. They began by moving

all around the space to “get a feel” for the volume shifts. When they were more

comfortable, they started taking further advantage of dynamic volume, with the

rhythm guitarist and bassist, for instance, huddling around the lead guitarist as he

played a solo. Finally, the rhythm guitarist commented explicitly that he had never

experienced anything similar, and was quite happy to be given the opportunity to

participate in our test session.

Questionnaire Analysis

Figure 5.7 compares the musicians’ perceptions of flow, social presence, creativity

and self-expression with and without dynamic volume. Again, the scores assigned to

each factor were tabulated as averages between 0 and 1 of the musicians’ responses

to questions pertinent to the various facets of that factor. Overall, the dynamic

volume feature fared quite well across the board, with at least two of the performers

reporting an equal or improved experience with dynamic volume on all factors.

Data Analysis

As seen in Figure 5.8, during the session without dynamic volume, the musicians

did not venture far from their starting positions. The only notable exception was an

instant when the rhythm guitarist briefly wandered across the performance space,

before returning to his original post. In contrast, however, when dynamic volume

was used, all three musicians were far more adventurous, making full use of the

performance space. Position data timestamps were synced with those of the video

footage and audio recordings. In turn, this helped further illustrate, as seen Figure

5.9, our video footage observations of instances when the other musicians moved

closer to the lead guitarist during his solos.
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Lessons Learned

We found the feedback from Band 2 to be very promising. The musicians reported

being quite happy to be asked to take part in the experiment, as it gave them a

chance to try out a new feature that they found rather exciting. In addition, the

marked increase of interplay between them strongly indicated to us that dynamic

volume could potentially prove helpful in addressing the lack of sociability often seen

in distributed performance.
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Fig. 5.4: Positions of rhythm guitarist Band 1 members without and with dynamic
volume.
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Fig. 5.5: Distances between guitarist and the other musicians in Band 1 when
dynamic volume was in use.

Fig. 5.6: Distances between drummer and the other musicians in Band 1 when
dynamic volume was in use.
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Fig. 5.7: Post-condition questionnaire results for Band 2 members. Averages are
shown with standard deviations.
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Fig. 5.8: Positions of Band 2 members without and with dynamic volume.
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Fig. 5.9: Distance between the lead guitarist and the other musicians over a 10
minute period, or approximately two songs. Two instances of solos have been circled.
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Chapter 6

Alpha System

Having verified our first feature in a co-present setting, we set about developing our

alpha system by distributing the system across three separate locations In order for

the dynamic volume feature to remain valid, however, we had to maintain the illusion

that musicians were moving closer and further away from each other, in spite of their

remoteness. Therefore, we decided to employ a “shared space” metaphor, whereby

each of the musicians’ local spaces are mapped onto the Cartesian plane such that

they border one another without overlapping, creating, in essence, one large seamless

area, as seen in Figure 6.1. This solution, in turn, allows the positions of remote

musicians to appear as though located within an extension of each local musician’s

space. We will refer to those as virtual locations. When applied to a scenario with

three musicians, the virtual locations of remote collaborators places each of them

on either side of the local musician. To maintain this illusion, every location was

equipped with two monitors, each displaying a view of one of the remote spaces.

To prevent users from falling out of one another’s views as they move about their

local spaces, a camera was mounted behind each monitor, thereby maintaining a

reasonable line of view between the distributed musicians.

As our choice to provide musicians with seamless volume control was met with

some success, we contemplated whether augmenting this control with panning, or

the ability to control the spread of audio signals between available channels, might

be the next natural step in our system’s evolution. Thus, our distributed alpha
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Fig. 6.1: Mapping of three musician locations to create a sense of shared space.

system introduced, along with a fine-tuned version of dynamic volume, the “track

panning” feature. Using the latter, a local performer can pan between each of the

tracks of the remote musicians simply by tilting his head. The head tilting gesture

was specifically chosen due to its explicit nature, in contrast with the seamlessness

of changing relative position to control dynamic volume. By employing two different

styles of hands-free gestures, one already an integrated aspect of musical performance,

and another distinctly introduced to musical performance by our system, we hoped to

explore the difference between both styles of interaction. Unlike that behind dynamic

volume, and in contrast with the tenets of user-centered design, track panning did not

arise as a result of direct user observation, the consequences of which are discussed

later in this chapter.
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6.1 System Configuration

Our alpha system was deployed across three locations. Although, technically, more

than one musician could participate at each location, we chose to focus on the simpler

scenario of one musician per location for the purposes of testing and prototyping.

The hardware configuration of each space can be seen in Figure 6.2.

Fig. 6.2: System configuration for our alpha system.

Video

Our experience with the Videoconferencing Privacy System indicated that, while

sharing stable, low-latency audio across three machines was relatively easy (using

Pure Data’s ~nstream object in that case), video proved to be far more problematic.
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In fact, the bandwidth required to operate McGill’s Ultravideoconferencing trans-

port proved to be excessive for our Fast Ethernet (100 Mbps) connection, resulting

in dropped packets and an unreliable video stream. Given the need for an alternative

approach, we opted to create a simple yet stable setup using analog cameras con-

nected directly to production monitors. As described earlier, each location included

two monitors, with a camera mounted behind each to maintain a reasonable line of

sight across the distributed musicians.

Audio

All streams were processed through JACK1, a sound server daemon that provides

real-time, low latency connections between our audio interface, the Roland Edirol

FA-101, and the various software applications listed here. Given our earlier success

with SuperCollider, it continued to be our choice of environment for implementing

our system features. Audio streams were then shared among all three locations

through Jacktrip, a tool for high quality audio distribution developed as part of the

SoundWIRE project (described earlier in Section 2.2.2). To further reduce delay

and guarantee audio stability, a real-time kernel was used on all machines executing

Jacktrip, and a local area network (LAN) was created to connect them through a

Netgear ProSafe 8 gigabit switch.

Motion Capture

One of the locations was equipped with a Vicon motion capture system, while the

remaining two were fitted with the more portable Optitrack system. Markers were

attached to hats worn by the musicians to track their head orientation, while body

orientation and position was determined through markers attached to an adjustable

elastic band strapped across their chests. Such a configuration provided all the infor-

mation needed to implement both the dynamic volume and track panning features.

Examples of musicians simultaneously using our system at all three locations can be

seen in Figure 6.3.

1http://jackaudio.org/
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Fig. 6.3: Musicians simultaneously using our alpha system, shown at all three
locations.
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6.2 Latency

We measured the end-to-end latency between locations resulting from our hardware

and software configurations using the technique depicted in Figure 6.4. An audio sig-

nal was captured through a microphone, then split and routed to two Edirol FA-101

audio interfaces, each being connected to a different computer. Both computers were

connected to one another through our Netgear gigabit switch. The first signal was

processed via JACK Audio and recorded directly on that computer using Ardour,2

an open-source audio recording, editing and mixing software on the first computer.

The second signal was also processed through JACK Audio, then sent via Jacktrip

to the first computer. There, it was recorded via Ardour twice: once after it was

immediately received, and again after modification according to our software features

in SuperCollider.

An example of the three signals as recorded by Ardour can be seen in Figure 6.5.

In total, we recorded 20 sets of such samples, and measured the latency between

the signals comprising each set. The average latency introduced when streaming

the signal from one machine to another via Jacktrip was determined to be 4.046 ms

(SD = 0.28 ms), while that introduced by our system features in SuperCollider was

an average of 0.376 ms (SD = 0.087 ms). We note that when processing audio signals,

JACK Audio introduces a constant latency that is dependent on several user-selected

parameters, such as the sample rate, the number of frames per period and the number

of periods per buffer. While the choice of parameters can, in theory, produce latency

levels as low as 0.167 ms, the minimum figure that proved stable enough for our

application was 11.6 ms (resulting from a sample rate of 44100 kHz, 256 frames per

period and 2 periods per buffer). As a result, the final end-to-end latency between

two locations was determined to be, on average, 16.022 ms (SD = 0.269 ms), a

figure reasonably lower than the ensemble performance threshold, which, as discussed

previously in Section 2.2, is typically established to be around 25 ms.

2http://ardour.org/
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Fig. 6.4: System configuration used for measuring audio latency. The various con-
nection colours represent the three different signals recorded by Ardour for compar-
ison.

Fig. 6.5: Example of audio signals captured through Ardour to measure latency.
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6.3 Graphical Animations

As noted by other researchers, and detailed earlier in Section 2.2.3, musicians typi-

cally appeared to make little use of shared video during distributed performance [167].

Furthermore, video alone cannot convey to musicians an understanding of their re-

lationships with one another in a distributed yet “shared” performance space. To

remedy this, we designed a graphical representation of the performers, intended to

evoke the sense of shared space, by showing where they stood in relation to one an-

other, in spite of their remoteness. In addition, while the effects of auditory features

could naturally be heard, we also wanted to provide graphical feedback to further

reinforce each participant’s state at any given point. Therefore, the alpha system

also introduced our first iteration of a GUI that featured animated representations

of the musicians. Since we did not want to impose unnatural requirements on the

musicians that they focus on a computer screen for any significant amount of time

mid-performance, a central objective of this display was that all the information it

conveyed could be easily understandable in a matter of seconds. As a result, we be-

gan by conducting a preliminary user experiment where we polled subjects on simple

graphical representations of moving musicians, as well as volume and panning levels,

and used the results to drive our design.

6.3.1 Preliminary User Experiment

During the experiment, subjects were presented with simple example scenarios of

musicians performing with one another, and experiencing either dynamic volume or

track panning. They were then asked to draw a top down view that best represented

each scenario, and subsequently explain their drawing in detail to the test facilitator.

Subjects were explicitly asked to draw musicians from a top-down view, along with

any volume or panning information provided with each scenario. The test facilitator

made sure to emphasize that the drawings were to be kept as simple as possible

throughout. In order to ensure the universality, and in turn clarity, of any graphical

representation methods we might choose as a result of the outcome of our experi-

ment, we chose not to limit our participants to musicians only, but opted instead to
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work with a wider variety of subjects. Therefore, out of the seventeen subjects who

participated in our study, only 9 participants considered themselves musicians. Of

the total number of subjects, 11 were female, 5 were male and one preferred not to

answer. Their ages ranged between 19 and 40 years.

The results of the study are shown in Figures 6.6 to 6.8. Sectors of the pie charts

labelled as “Others” refer to the total number of suggestions that were named only

by one participant. As seen in Figure 6.6, the majority of subjects suggested that the

musicians, as seen from a top down view, should be represented by circular markers.

Naturally, position information is implicit in such a representation. Figure 6.7, on

the other hand, illustrates that just over half of the participants believed changes

in volume could best be illustrated through “waves” emanating from the markers,

and varying in number in accordance with the sound levels. Unfortunately, as seen

in Figure 6.8, there was no consensus when it came to the graphical depiction of

panning levels. As a result, we were left to design such a representation ourselves.

Based on suggestions from colleagues who were also musicians, we decided to draw

the musicians’ bodies, seen as “shoulders” from above, in addition to their heads,

which would continue to be represented by the circular markers suggested by our

experiment subjects. Panning levels would then be illustrated through the head

marker sliding towards either side of the shoulders, almost representing a crossfader,

a very common audio mixing tool. Such a representation has the advantage of also

allowing us to provide body orientation information, which circular markers do not.

Nonetheless, since it was not directly suggested through our preliminary experiment,

we hoped that any lack of clarity of the metaphor would be uncovered in subsequent

user tests with our responsive environment.

6.4 User Controls

In addition to invisibility, Cooperstock et al. list two other factors as critical to the

usability of reactive environments: feedback and manual override [51]. Therefore,

while we needed a GUI to house the visual representations we had designed, we

also wanted to provide users with complete control over the system, and continuous
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Fig. 6.6: Suggestions made by subjects for graphical representation of musicians.

Fig. 6.7: Suggestions made by subjects for graphical representation of volume
changes.
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Fig. 6.8: Suggestions made by subjects for graphical representation of panning
levels.

feedback over its state. Our goal was to provide even non-technical users the ability

to operate and understand our system entirely on their own, without relying on the

help of experts to carry out what should, in theory, be simple operations such as

setting connections, starting and stopping the system, or changing preferences.

When users first launch our SuperCollider software, they are presented with two

introductory screens that allow them to configure the system and set parameters for

their jam session. The first introductory GUI, seen in Figure 6.9, allows musicians to

choose the system features they would like to use, such as dynamic volume or track

panning. After clicking the ‘Next’ button, users move on to the second introductory

GUI, seen in Figure 6.10. Musicians are each assigned a number at the start of a

session. When that number is selected from the drop-down menu, the IP addresses

of the remote musicians (based on their connection to our gigabit switch) are au-

tomatically filled in to prevent errors. One can override this feature by manually

entering other IP addresses. When ready, the user then clicks the ‘Next’ button to

move on to the main GUI seen in Figure 6.11.

The main GUI provided participants with the following features:

• Connecting with Others: Once a musician clicks the ‘Connect’ button,
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Fig. 6.9: Alpha system GUI, first introductory screen. Users can choose the system
feature they would like, and whether to log data.

Fig. 6.10: Alpha system GUI, second introductory screen. Users can choose the
default IP addresses or change them.
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we consider him to be “online”. He is told whether any other musicians are

also online, and once all three participants are connected, the ‘Start’ button is

enabled to indicate that they can now begin their session, as depicted in Figure

6.11.

Fig. 6.11: Alpha system GUI, main screen. Both remote musicians are now con-
nected. The session can now begin, and the ‘Start’ button is now enabled.

• Starting and stopping the performance: As each musician clicks the

‘Start’ button, he becomes able to hear through his headphones any other

musicians who have also pressed their corresponding ‘Start’ button. As seen

in Figure 6.12, the ‘Start’ button also turns into a ’Stop’ button for later use.

• Dynamic visual information: Once a session begins, musicians are pre-

sented with dynamic graphical representations of one another’s positions, ori-

entation, volume and panning level, in accordance with the results of our pre-

liminary experiment detailed above. A closeup of such animations can be seen

in Figure 6.13.

• Adjusting Settings: Each musician can set his own volume using the circu-

lar knob on his GUI. This level is the base volume heard by himself and his

bandmates, and subject to increase when dynamic volume is in use. The GUI
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Fig. 6.12: Alpha system GUI, main screen. Performance is underway, with animated
avatars representing the musicians as seen from a bird’s eye view.

Fig. 6.13: A closeup of the graphical animations used as part of the alpha system’s
GUI, as seen from Musician 0’s perspective (i.e., on his computer monitor).
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also includes a slider that allows each musician to independently adjust the

sensitivity of the dynamic volume feature, with higher sensitivity leading to

greater volume increases over shorter distances travelled.

6.5 Shared Video vs. Graphical Animations Experiment

As described earlier, an additional incentive for adopting a non-video graphical rep-

resentation was to investigate whether such animations could serve as an alternative

to the bandwidth-demanding shared video typically used as the only form of visual

communication in distributed performance. Doing so could help make distributed

performance accessible to a greater number of musicians, who, under normal cir-

cumstances, do not experience the ideal conditions afforded by a gigabit switch and

directly wired camera-to-monitor connections. Thus, inspired by other research ex-

ploring new visualization techniques in distributed performance, as previously de-

tailed in Section 2.2.3, we used our system to conduct an experiment examining the

benefits of front-facing shared video vs. graphical animations on distributed musical

performance.

6.5.1 Methodology

For this experiment, members of participating three-piece bands that fit out “Rocker”

personas performed together using our responsive environment, while being exposed

to one of four “visual conditions” covering all possible combinations of video and

graphical animations: No Video or Animations (NVA), Video Only (VO), Anima-

tions Only (AO) or Video and Animations (VA). Subjects were exposed to each

condition for approximately 20 minutes (3-4 songs), after which they were asked to

complete a post-condition questionnaire. The conditions were presented in random

order, and all members of a given band experienced the same condition simulta-

neously. At the end of the experiment, the musicians filled out a final post-test

questionnaire, where they ranked the visual conditions in order of preference. The

experiment was conducted with three bands, for a total of nine musicians, all male,

and ranging from in age from 19 to 26 years. Members of each group were required
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to be familiar with each other, having previously performed together regularly for at

least one year.

6.5.2 Results

The post-condition questionnaires polled musicians on their perception of several

aspects of the performance, such as their overall understanding of distributed per-

formance, their understanding of the system’s features, their ability to learn how to

use the system, their awareness of their remote colleagues, their comfort levels and

the likelihood they would perform under the same conditions again in the future.

As seen in Figure 6.14, all categories, with the exception of “Ease of Learning”, re-

ceived the highest scores under the Video and Animations condition. The results for

“Ease of Learning” are consistent with our expectations, however, since interpreting

avatars, no matter how simple in design, will naturally introduce additional learning

time. In addition, analysis of variance indicated that the visual conditions had a sig-

nificant main effect on the musicians’ “Understanding of distributed performance”,

with F(3,24)=4.983, p=0.0079, and “Likelihood to use again”, with F(3,24)=5.34,

p=0.0058.

According to the post-test questionnaire, Video and Animations was ranked as

the top preference by six out of the nine test subjects. The remaining three chose

Video Only instead. Additional comments elicited in the questionnaire indicated

that performance without video was rather difficult, leading to a breakdown in non-

verbal communication that, in turn, contributed to a lack of awareness between band

members. Furthermore, some of the musicians explained that, while they did not

find it necessary to stare directly at their video monitors mid-performance, keeping

the video streams in their periphery was crucial in maintaining an awareness of their

remote colleagues. Thus, while our observations of the musicians’ interaction with

their video monitors were consistent with other research findings (cf. the work of

Schroeder et al. [167]), we also learned that it would be highly detrimental to use

them as justification for eliminating shared video altogether.



6 Alpha System 145

Fig. 6.14: Result of post-condition questionnaires during Video vs. Animations
experiment. Averages shown with standard deviations.

6.5.3 User Feedback: The Net-Music 2013 Symposium

The same trio of rock musicians consisting of a lead singer and rhythm guitarist, a

lead guitarist, and a bassist, who had participated in testing an early prototype as

described in Section 5.4.2, performed using our alpha system as part of a demo for the

“Net-Music 2013: The Internet as Creative Resource in Music” symposium. Overall,

the musicians required very little training to become familiar with the system and its

functions. When asked if the latency was perceptible, they reported not finding it at

all problematic. They were easily able to find suitable volume levels, and dynamically

adjusted them throughout the performance through the dynamic volume feature. In

comparison, however, track panning was used far less often. The bassist explained

that he did not quite understand the use for track panning, as dynamic volume

seemed to provide him with enough volume control. He added, however, that he

could perhaps grasp its usefulness after using the system over more extended periods

of time. This is perhaps not entirely surprising, given that, unlike dynamic volume,

which evolved as a result of direct user observations, track panning arose from our
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own assumptions about the potential benefits of providing musicians with panning

capabilities. Given that such an approach does not directly align with the mandates

of standard user-centered design, track panning would prove more difficult a feature

to adapt to the musicians’ expectations, as further described in the following chapter.

Finally, the musicians commented on the GUI several times, especially with re-

gards to the visual representations, often joking when their avatars were getting

increasingly closer to one another as they moved about, even though the musicians

were obviously in different rooms. This helped indicate their perceived sense of shared

space. However, when asked about the usefulness of the avatar representation, the

bassist explained that he was unsure of its purpose. He described the variations

in volume triggered by the dynamic volume function as being a “good feedback for

distance” and, therefore, he did not find it necessary to gauge that information from

the avatars themselves. He added, however, that with time, he might find the visual

representations more useful. The lead guitarist reported finding the visual layout of

the GUI, especially the volume knob and dynamic volume sensitivity slider, to be

“very simple to use and very responsive”. Overall, the musicians found our perfor-

mance environment enjoyable and easy to use, with the lead guitarist adding that

he “saw great potential in the arrangement”.
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Chapter 7

Beta System

Our Video vs. Animations experiment demonstrated that the visual condition most

suitable for our responsive environment is Video and Animations. However, the

experiment brought to light another interesting consideration: comments left by

a number of musicians in the post-test questionnaires indicated that they found

the system to be, above all, quite novel and exciting. In fact, we had received

similar feedback from other bands when testing our early prototypes. Therefore, we

wondered whether the positive feedback was simply the result of a novelty factor.

Furthermore, as described in Section 6.5.3, some musicians had previously explained

to us that while the usefulness of the dynamic volume feature was immediately

apparent to them, they felt the need to experiment with the track panning feature for

longer than a test session before they could form a more accurate impression. Finally,

when musicians provided suggestions for the improvement of the system features

themselves, we realised that the ‘one-off’ nature of traditional formal experiments

did not provide us with an opportunity to test the effects of small, iterative changes

to our system on a regular basis. As a result, we decided that the evolution of our

alpha system into its following iteration should be driven by a long-term deployment

and testing cycle with a smaller number of users.
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7.1 System Configuration

At that point, we replaced the motion capture systems we had been using in the

earlier prototypes with more affordable Microsoft Kinect units. This decision was

motivated in large part to allow our system to reach a potentially wider audience

of users. In addition, it allowed us to reduce the number of computers required

to implement our responsive environment, as machines dedicated to the operation

of motion capture systems were no longer required. As such, the new hardware

configuration can be seen in Figure 7.1. Values captured by the Kinect were sent

to our SuperCollider software via OSC messages. Otherwise, our audio and video

configurations remained the same as with our alpha system, described earlier in

Section 6.1.

Seeing as our hardware and software configurations differed little from those of

the alpha system, the baseline latency continued to hover around 16 ms, the same

figure calculated earlier in Section 6.2.

7.2 Long-Term Deployment

Inspired by Grudin’s views on the importance of long-term system evaluations within

CSCW research [85], and the success of such a methodology within the contexts of

both remote collaboration [123] and musical performance [55], we were motivated to

improve on the depth of feedback we had received from musicians during previous

user tests, and elicit results beyond simple novelty effects and initial impressions.

Thus, we sought to capitalize on the benefits of quantifiable, repeatable user studies

and the depth of feedback inherent to participatory design by merging elements of

both methodologies into a long-term testing and collaboration cycle.

Therefore, we organized a series of performance sessions with a band consisting

of a 25-year-old guitarist, a 26-year-old keyboardist (both of whom also alternated

lead and backup vocals), and a 22-year-old bassist. All three had performed to-

gether regularly (approximately once a week) for almost two years. An introductory

brainstorming session was first held, allowing us to showcase our system to the band
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Fig. 7.1: System configuration for our beta system.
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members, and discuss our vision for the long-term collaboration. Subsequently, we

organized weekly meetings that combined formal, quantitative tests with informal,

qualitative discussions. The formal aspect of these sessions was designed to evaluate

the effects of the system’s features on those criteria of performance that, according to

our user interviews (described in Section 5.3) musicians deemed important: interac-

tion with other musicians, enjoyment, creativity and self-expression. Since our goal

was to “to discover (rather than to verify)” the effects of each system feature on these

various aspects of performance, we knew that the qualitative experiment framework

proposed by Ravasio was most suitable to our needs [155]. Therefore, we employed

both of her techniques of separation/segmentation and adjection/intensification to

design a number of sessions, each focusing on a different feature of the system through

an A/B/A-style test, where musicians performed once without the feature, once with

the feature, then once again without the feature. At the beginning of each session,

musicians were asked to select their base volume and reverb levels collaboratively. It

is those base levels that our system features would subsequently affect during condi-

tion B. Each condition lasted for approximately 15-20 minutes, or the time it took

the musicians to play through three songs. As with our early prototype evaluations,

we maintained an experience-based approach by asking musicians to meet an active

goal of playing a fixed number of full songs, while expressing any feelings and con-

cerns, rather than carry out any specific tasks under each condition. The musicians

also completed the post-condition questionnaires described earlier in Table 5.3, and

designed to assess the performance criteria listed above. Position and orientation

data were collected throughout, along with video footage and audio recordings. Af-

ter the formal test component of each session, an open discussion in the style of a

non-leading interview was held. Musicians were loosely probed about their approach

towards the performance and their feelings about the system, and encouraged to

provide criticisms, along with suggestions for improvement.
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7.2.1 Session 1: Musician Spatialization

Our first session with the band was designed to focus on a new “musician spatializa-

tion” feature, whereby the sounds of remote instruments are perceived as emanating

from the correct spatial position within the musician’s local environment. This fea-

ture was first suggested to us by another musician who had tested the alpha system,

as a possible improvement over track panning, the use of which, as explained ear-

lier, was not immediately apparent to some performers. The idea was to mimic the

spatialization effects naturally experienced in a co-present setting, where performers

can easily perceive the distance and direction of other instruments surrounding them

based on their position and orientation.

Unlike the addition of certain other features such as track panning, described

next, musician spatialization was intended simply to recreate some of the natural

acoustic dynamics that are lost in typical distributed performance. As such, unlike

other system features, no explicit gesture is required to activate it: as long as the

feature is enabled, the audio from remote musicians will continue to be rendered.

However, our post-test discussion with the musicians revealed that the “passive”

nature of the feature had left them somewhat confused. The guitarist, for instance,

explained:

“I could tell there were changes happening when there were changes happening,

but I really had difficulty at times making sense of it.”

Although its mapping was discussed with them before the performance, they

continued to look for a “triggering” gesture that would allow them to control the

effect. Nonetheless, as the musicians reflected on their performance after the feature

was once again explained to them, all three of them indicated they would be very

inclined to try it again in light of their new understanding. They were eventually

given another opportunity to test musician spatialization in Session 5, described

below.

Analysis of position and orientation data did not reveal any significant changes

in behaviour when musician spatialization was used.
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7.2.2 Session 2: Track Panning

The second session focused on the track panning feature, again through the form of

an A/B/A test, followed by a discussion. While previous testing had shown that the

usefulness of track panning was not immediately clear to some musicians, we opted

to test this feature once more in a bid to better understand its problematic aspects,

by taking advantage of the more profound level of feedback afforded by the long-term

deployment sessions.

As seen in Figure 7.2, orientation data from the formal tests indicates that, while

all three musicians experimented with the feature, the keyboardist and guitarist felt

more inclined to sustain their interaction with the feature for longer periods of time.

The guitarist, in particular, regularly isolated the bass track by turning his head

to the left, as it helped him maintain his rhythm. In the post-test discussion, the

bassist revealed that since his instrument’s low frequency already made it harder to

distinguish from the others, he was less keen on disturbing the base volume levels

coming through his headphones. This issue of effective mixing was raised again, and

subsequently resolved, during the dynamic volume tests described next.

During the post-test discussion, some of the musicians criticized the head-tilting

gesture of the track panning feature, noting that it would feel more “natural” to

turn one’s body, rather than tilt one’s head, towards the virtual location of another

musician on whose track they wanted to focus. The guitarist, for instance stated:

“I found the movement, the motion a bit unnatural... It would make a bit more

sense if like, if say I’m looking at [bassist’s name] and [keyboardist’s name], if I wanna

hear more of [keyboardist’s name] I can just turn to him. If that was the pan, that

would be more truly obvious to me.”

Thus, the head tilting gesture, which, as explained earlier, was specifically chosen

due to its explicit nature, did not suit the seamlessness the musicians felt should be

inherent to panning. Nonetheless, the musicians did appreciate the practical aspect

of the function, with the keyboardist explaining:

“Well, mid-performance, say there was a part in the song where a few people

were harmonizing together, if I could turn to the screen and we could hear each
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Fig. 7.2: Head roll, or tilting, data for all three musicians when track panning was
used. The red line represents the threshold of +/-5 degrees, beyond which the feature
was activated.



7 Beta System 154

other better that way, like that would be practical for sure.”

The track panning feature was subsequently updated to respond to body direction

instead, and musicians had an opportunity to test this modified version in Session

5, as described below.

7.2.3 Session 3: Dynamic Volume

The third session included an A/B/A test of the dynamic volume feature. Analysis

of position data, shown in Figure 7.3, revealed that the use of this feature helped

encourage all three musicians to increase the range of space they covered, rather than

maintaining a fixed location, as they were inclined to do otherwise.

Fig. 7.3: Maximum distances travelled by all musicians during dynamic volume
tests.

Up until this point, dynamic volume was implemented such that moving closer to

the virtual locations of other musicians would increase the perceived levels of their

instruments. During the post-test discussion, however, the bassist explained that

he did not feel the need to hear his band mates’ levels getting louder, as he found

that all members were already setting their volumes as loud as they wanted at the

start of the performance. In addition, when his perception of the other musicians’

volumes increased as they approached his virtual location, his own instrument be-

came “drowned out” in the overall mix, given the low-frequency nature of the bass.
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As a result, we collectively agreed the feature should be altered such that the base

levels instead decreased as the musicians moved away from each other’s virtual loca-

tions. While this would still mean that a local musician would perceive his remote

colleagues’ volumes as getting louder as he approached their virtual locations, it ef-

fectively rendered the chosen base volumes as the maximum, rather than minimum,

levels experienced. The updated dynamic volume feature was subsequently made

available to the musicians in Session 5, described below.

During the post-test discussion, the musicians also began expressing their interest

in controlling another aspect of their sound beyond volume level. The keyboardist,

for instance, explained:

“I don’t know if this is getting too out there, but also for a novelty effect it would

be cool to somehow have psychedelic video. It would definitely be amusing.”

Although we sought to fully incorporate the musicians’ recommendations, we

also wanted to steer away from idiosyncratic suggestions. Thus, we explained that

perhaps the appeal of psychedelic video could be a matter of taste, and that our goal

was to create system features that, along with their potential for artistic expression,

held some degree of usefulness to most musicians, rather than sheer novelty. This led

to the suggestion of reverberation as a more suitable addition that could enhance the

element of creativity, and allow the musicians to experiment with different sounds.

According to the musicians, an increase in reverb when moving further away from

each other’s virtual locations could further help enhance their feeling of shared space,

giving them a more concrete sense of dimension due to the effect’s “echoing” nature.

7.2.4 Session 4: Dynamic Reverb

Inspired by our discussion with the musicians at the end of the previous session, we

began developing the idea for a “dynamic reverb” feature that would allow musicians

to experience increasing levels of reverberation as they move further away from one

another’s virtual locations. We held an interim session during which the musicians

were invited to experiment with reverb used to simulate rooms of different sizes,

and participate in designing the overall effect. Subsequently, the fourth session was
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centered on the A/B/A testing of the newly implemented “dynamic reverb” feature.

In the post-test discussion, the musicians revealed that they were quite pleased with

the feature, with the guitarist stating:

“I felt that it kind of reacted how I would have wanted it to. It felt a bit like I

was able to use it and predict how it was gonna be a bit better. It was cool.”

Similar to the earlier dynamic volume, dynamic reverb helped increase the inter-

personal interaction between musicians, and encouraged them to take full advantage

of the available space (see Figure 7.4).

Fig. 7.4: Maximum distances travelled by all musicians during dynamic reverb tests.

7.2.5 Session 5: Freestyle

The fifth session was a “freestyle” performance: the musicians were simply asked

to jam for an hour, selecting which features to turn on or off throughout according

to their needs. This session also introduced a new feature that emerged from a

participatory design cycle we held with a composer, described in full detail in the

next chapter. Dubbed “mix control”, this new addition allows a local musician to

listen to his own instrument being mixed with either of the remote musicians’ one

at a time, simply by tilting his head in the direction corresponding to the remote

musician’s virtual location.
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The session lasted approximately 50 minutes. Figure 7.5, which illustrates the

musicians’ usage patterns of our system features, reveals that dynamic volume, dy-

namic reverb and musician spatialization were the only features that were turned on

throughout the entire duration of the session by at least one musician. In contrast,

track panning and mix control were only used intermittently. This can, in part, be

attributed to the fact that the dynamic volume and dynamic reverb features lend

themselves quite well to experimentation: a musician may seamlessly move from one

position to another to alter his mix until reaching a “sweet spot”, where he may re-

main for as long as necessary, or until he feels the desire to try another arrangement.

Musician spatialization requires no explicit input from users and, as such, is a non-

intrusive feature. In addition, all three features exploit natural properties of sound

we experience everyday: for instance, increasing the distance between two musicians

simulates a larger room with greater reverberation levels; distant sound sources are

typically experienced as being quieter than close ones; we perceive sound sources

according to their positions around us. As such, these features can be considered

less intrusive or distracting than track panning and mix control, which rely on ges-

tures that are more pronounced in nature than simple motion and produce a more

complex effect, thereby requiring a greater cognitive load. Furthermore, mix control

and track panning were designed to address needs that are comparatively more util-

itarian in nature, allowing musicians to listen more attentively to each instrument

in the mix and, in turn, make any necessary adjustments to their own sound. An

example of this was provided by the keyboardist during the post-test discussion, as

he described using track panning to isolate the guitarist so that he could, in turn,

figure out what his own accompanying chord progression should be. As a result,

while the musicians’ perceived relative importance of each of the various features at

any given moment is likely a confluence of several factors—including their familiar-

ity with a particular song, the arrangement of the song, and even their moods—we

suspect that they found such features as track panning and mix control to be more

effective as short-term solutions addressing specific needs.

Figure 7.6 shows the total length of time for which each feature was used by

the individual musicians, and points to dynamic volume and dynamic reverb as the
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Fig. 7.5: Usage pattern of features by the musicians during freestyle session.
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Fig. 7.6: Total length of time for which each feature was used by the musicians
during freestyle session.

features most favoured by all three musicians, if only on the basis of duration of

use. This was also confirmed during the post-test discussion, where the guitarist and

bassist listed the dynamic volume and dynamic reverb features as their favourite.

The keyboardist, on the other hand, found mix control to be most useful, as his

seated position made active control of the former two features rather difficult.

The post-test discussion also allowed the musicians to provide their opinions

of the overall state our system had reached thus far as a result of our on-going

collaboration. Feedback indicated that the new version of dynamic volume met the

musicians’ expectations, and was a great success. More specifically, the musicians

explained that if someone’s instrument seemed too loud at any point, simply taking

a step back would effortlessly help them adjust the mix. In addition, this session

provided the musicians with an opportunity to re-visit the musician spatialization

feature in light of their improved understanding of its functionality. The latter proved

to be a success with the guitarist and keyboardist, who were able to finely control

it, now that the mapping had been made clearer to them. When asked whether they

would use the system in a scenario where they could not be physically co-located,

all three agreed that the features would be quite beneficial in facilitating distributed

collaboration. The keyboardist, for instance, stated:

“I think it’s like, if we’re doing something like jamming in different cities, any

sort of software that has extras like that, would be fun... it could be a means to

prolong your jam if it’s getting boring or something. You could try different sounds

or just mess around with it. But there’s a practicality to the features too.”
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Throughout all sessions, the musicians had also been providing feedback on im-

proving the overall sound of the system, recommending preferred volume and reverb

levels, and suggesting means to reduce any distortion. By Session 5, all of them

were very pleased with how far the system had evolved, describing the sound as far

“smoother” and more pleasant to the ear than it was at the start of our collaboration.

For instance, when asked how they would gauge the changes in sound quality based

on their previous suggestions, the guitarist explained:

“It’s definitely come a long way in terms of the quality of the sound that’s coming

through my ears. So that’s the idea, I guess. It sounds good, so that’s good.”

7.2.6 Additional Aggregated Results

Questionnaire Analysis

As noted earlier, musicians also completed post-condition questionnaires during each

of the A/B/A tests. The questions were designed to assess a number of factors,

such as the musicians’ perceived sense of enjoyment, creativity and self-expression.

Responses were tabulated and analyzed to determine the number of musicians for

whom each of the system’s features helped improve the factors listed above. As

seen in Figure 7.7, all features helped contribute to increased levels of enjoyment,

with musician spatialization and dynamic reverb performing best in that regard.

Furthermore, track panning contributed to an improvement in the musicians’ sense of

self-expression. Overall, however, creativity appeared to be the factor that benefited

least from our system features, increasing only when dynamic volume was in use.

Discussion Analysis

All of our post-test discussions with the musicians were recorded and transcribed

before a Qualitative Data Analysis (QDA) was performed. During a repeated coding

process, comments were labelled and grouped, until three major categories emerged:

Interaction, Sound Quality and Perceived Usefulness. Table 7.1 provides a list of

the specific codes that define each category. Comments were subsequently tagged as
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Fig. 7.7: Effect of each feature on performance criteria. The size of each pie repre-
sents the total number of times, across all criteria, that an improvement was marked.
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“positive” or “negative”, and the total count for each per category was tabulated for

the sessions.

Category Components

Interaction Gestures used
Control over the feature
Sensitivity of the controls
Mapping from gesture to resulting sound
Clarity of mapping

Sound Quality Instrument volume Levels
Vocals volume levels
Clipping and distortion
Overall sound

Perceived Usefulness Likelihood to use again
Practicality of feature
Envisioned use case scenario

Table 7.1: Descriptions of major categories that emerged during Qualitative Data
Analysis of post-test discussions

As seen in Figure 7.8, the number of positive comments for each category slowly

improved throughout the sessions, with a particularly sharp increase in the Interac-

tion and Perceived Usefulness categories seen during Session 5. We believe this to

be, in large part, due to the nature of the session itself, as musicians were given the

opportunity to try out the system features after all the feedback and suggestions they

provided had been incorporated. In contrast, Figure 7.8 also shows a steady decrease

in the number of negative comments made for all three categories. Together, these

result indicate that we were successful in systematically incorporating musician feed-

back into our system design. In the end, the band members found the beta system

that evolved from our weekly sessions to be a vast improvement over its predecessor.

7.3 Latency Experiment

Up until this point, the latency levels achieved through our software and hardware

configurations proved to be a non-issue for musicians. This allowed us to focus
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Fig. 7.8: Occurrences of positive and negative comments made under each major
category in post-performance discussions.



7 Beta System 164

our efforts on understanding and enhancing user interaction and collaboration in a

distributed setting. However, it is unrealistic to expect the average performer using

a standard Internet connection to have access to such ideal conditions. Therefore,

we sought to assess musician performance with our system under the greater delays

typically experienced under less optimal network conditions. In order to maintain

the experimental controllability afforded by our laboratory setup, and bypass the

problematic nature of carrying out experiments spanning multiple physical locations,

we decided instead to simulate increasing levels of latency with our existing setup.

As such, during the final session we conducted with the musicians, we repeatedly

doubled our baseline latency of 16 ms until it reached 256 ms, placing our system

in the realm of the Latency Accepting Approach. Under each level of latency, we

asked the musicians to perform two songs, or for approximately ten minutes, while

selecting from our list of system features as they saw fit, in a manner similar to the

freestyle session described above. Our goal was to determine how well the features

fared under increasing latencies, and whether any of them particularly helped the

musicians cope with such changes.

Figures 7.9 to 7.13 illustrate the usage patterns for our system features by each

of the musicians, under increasing levels of latency. It is worth noting that the

absence of track panning and mix control usage at a latency of 32 ms, as seen in

Figure 7.10, could be an anomaly, with the musicians perhaps forgetting to turn the

features on, or feeling that such features might not be necessary for the specific songs

played during that segment. Figure 7.14 depicts the total duration for which each

feature was used, as averaged across the three musicians, also under increasing levels

of latency. While no particular trends emerged as the latencies increased, dynamic

volume and dynamic reverb continued to be the most popular features, on the basis

of total duration of use, followed by musician spatialization. As with the results of

the freestyle session described above, mix control and track panning were used only

intermittently, and less frequently when compared to the other three features.

Our video footage indicates that the musicians were able to perform reasonably

well under the 32 ms latency, and while they found the 64 ms latency to be slightly

perceptible, they were nonetheless able to play their songs with relative ease. How-
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Fig. 7.9: Usage pattern of features by musicians under base latency of 16 ms.
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Fig. 7.10: Usage pattern of features by musicians under latency of 32 ms.
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Fig. 7.11: Usage pattern of features by musicians under latency of 64 ms.
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Fig. 7.12: Usage pattern of features by musicians under latency of 128 ms.
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Fig. 7.13: Usage pattern of features by musicians under latency of 256 ms.
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Fig. 7.14: Total length of usage for each feature under various latencies, averaged
across the three musicians.

ever, once we doubled the latency to 128 ms and beyond, they found it too difficult

to cope with the delays, often breaking mid-song to complain to one another, as they

described the effect as “disorienting”, “challenging” and even “nauseating”. During

the post-test discussion, the guitarist revealed the challenge of remaining in time

under the greater latencies. While the musicians attempted to “fall back into rou-

tine”, and simply play the songs as they typically rehearsed them, they were still

unable to get through a full song. Such a coping mechanism was also observed by

Chew et al., and described earlier in Section 2.2.2 [47]. Thus, with their focus placed

entirely on keeping a rhythm, the musicians found it difficult to pay attention to the

system features, and instead resorted to simply turning them on or off at various

intervals, hoping that they could help alleviate some of their frustrations. This, in

turn, explains the lack of trend in the usage patterns described earlier. Nonetheless,

all three musicians pointed to the usefulness of the musician spatialization feature,

explaining how it facilitated the challenge of keeping time by allowing them to easily

distinguish one another’s instruments and focus on a rhythm instrument such as the

bass whenever necessary, without the need for explicit gestures that might detract

from their focus. The keyboardist, for instance, explained:

“The spatialization one I liked. I could separate [the guitarist’s name] from [the
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bassist’s name], and then try to keep up time with [the bassist’s name]’s bass.”

In addition, dynamic volume and dynamic reverb continued to be among the

guitarist’s and bassist’s favourites, with the former describing how, in contrast, the

gestures necessary to operate the track panning and mix control features made them

“distracting”. This corresponds with our observations during the freestyle session,

described in Section 7.2.5 above, which indicated that such features might require a

greater cognitive load than the other three, an issue likely aggravated when coupled

with the challenge of coping with added latency.
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Chapter 8

Participatory Design Cycle

Our long-term deployment with the three-piece band was beneficial in allowing us to

fine-tune our system and introduce new features. Nonetheless, while we held several

sessions with the band, each focused on a different aspect of the system. As such,

the musicians had a relatively limited exposure to our responsive environment for

distributed performance as a whole. Furthermore, although we strove to maintain

ecological validity by creating a relaxed environment where musicians were asked to

play several songs of their choice without interruptions, experimental settings can

only be considered naturalistic to a certain extent. Finally, while the A/B/A tests

allowed us to isolate the effects of each feature on distributed performance, it was

not necessarily indicative of how musicians might experiment with our system on

their own terms.

As a result, we organized an “artist residency” with Steve Cowan,1 an award-

winning performer, composer and teacher. Mr. Cowan has had a passion for music

from a very young age, having taken piano lessons from the ages of 6 to 10, followed

by drum lessons at the age of 11. In high school, the guitar became his main focus,

and remains as such to this day. After earning his Master of Music degree from the

Manhattan School of Music, Mr. Cowan moved to Montreal, where he continues to be

an active member of the city’s music scene, teaching guitar and performing leisurely

1http://about.me/stevecowan
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with a number of different bands in his spare time. Therefore, he fit our “Rocker”

persona quite well, and was a suitable candidate for this participatory design cycle.

Our goal was to examine how well the features we had designed, both through our

early efforts and the long-term deployment, lent themselves purely to the process of

making music, regardless of the context in which they were used (i.e., distributed vs.

co-present). In addition, we hoped to examine their potential for creative engage-

ment, a quality that is difficult to measure accurately in an experimental setting,

and one that did not particularly improve with the use of our features (dynamic

volume being the exception) in the A/B/A tests described earlier. Finally, we were

particularly interested in examining the difference in depth, quality and nature of

the feedback that would emerge from a participatory design process, in comparison

with the results iteratively drawn from experiments under the standard user-centered

design process, and employed throughout our developments thus far.

Mr. Cowan was asked to write a few musical pieces using our responsive envi-

ronment. However, we specifically clarified that the final compositions themselves

were not necessarily the most critical outcome to our research. Rather, they served

as a vehicle to help us understand the extent to which our system features could

support and, through his recommendations, perhaps even improve the creative pro-

cess. As such, Mr. Cowan was given a very active role, one on equal footing with

the system designers, and explicitly informed that his criticisms and suggestions, no

matter how extensive, would play a crucial part in shaping any further iterations of

the responsive environment for distributed performance.

8.1 Methodology

Given that our prototype had already undergone multiple iterations, the participa-

tory design technique most suitable for our needs was that of cooperative prototyping,

which entails delivering a system to its end-users as a series of iterative prototypes,

each of which gradually adds functionality [138]. As Muller explains, cooperative pro-

totyping offers several advantages, including enhanced communication by grounding

discussions in concrete artefacts, and improved working relations through a sense of
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shared ownership of the resulting system. Furthermore, unlike other participatory

design techniques typically held at the early stages of design, such as workshops or

storyboarding, cooperative prototyping allows designers to benefit from an under-

standing of the constraints posed by the practical limitations of the software. In

turn, this makes it particularly suited to the design of creative or artistic systems,

where the user tasks, needs or goals needed to guide and ground discussions may

prove difficult to define during the initial stages of a project.

According to Muller, the success of this technique hinges on presenting each

prototype as a “crucial artifact in the end user’s work” [138], which allows them to

form ecologically valid impressions of the system. In turn, this creates the basis for

an on-going conversation between designers and users about the changes that could

potentially improve work practices and their technical feasibility, all while finding a

balance as both parties challenge one another’s assumptions.

As such, our collaboration with Mr. Cowan lasted 14 weeks, with sessions being

held on a regular basis every 1-2 weeks. Seeing as the composer would be using the

system on his own, it was necessary to create an environment where we could simulate

interactions with virtual remote participants. Mr. Cowan therefore used a Loop

Station, a floor-based device that allowed him to record and play back multiple tracks

on the fly. Output channels from the Loop Station were routed to input channels

on our Edirol FA-101 capture interface and, in turn, treated by our SuperCollider

software as though they were separate audio streams created by different musicians,

and subsequently layered into one mix. In addition, the audio output channels from

our SuperCollider software were connected to input tracks in Ardour, allowing Mr.

Cowan effectively to record his compositions to a laptop. Audio routing between

the capture interface, SuperCollider and Ardour was implemented via JACK, and a

Microsoft Kinect served to track Mr. Cowan’s position and orientation. The modified

system configuration can be seen in Figure 8.1.

In addition, Mr. Cowan participated in the design of a modified interface that

would offer him complete control over the virtual remote participants from one sta-

tion. As such, Mr. Cowan was able to use the updated main GUI (seen in Figure 8.2)

to set the base volume and reverb levels for himself and other virtual participants at
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Fig. 8.1: System configuration used throughout participatory design cycle.
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the very start of a session, and the new secondary GUI (seen in Figure 8.3) to “move”

the virtual musicians’ avatars and select features. Moving the avatars allowed him

to experiment with the subset of the overall dynamic volume and dynamic reverb

ranges he stood to experience. Specifically, the range for both features is determined

as a function of the minimum and maximum possible distances between any two

avatars. Thus, for example, moving one band member’s avatar significantly closer to

his own reduces the maximum distance that can be achieved relative to that avatar

as he moves about his physical space. As a result, the composer could experience a

subset of volume changes closer to the higher end of the possible dynamic volume

range, and a subset of reverb changes closer to the lower end of the possible dynamic

reverb range for that particular avatar.

Fig. 8.2: Composer’s main GUI.

Mr. Cowan spent the first few sessions familiarizing himself with the system, and

determining how to best approach the task that was assigned to him. After this

introductory phase, he began shifting his focus towards experimentation . As such,

each session would begin with a discussion of any changes made to the system as a

result of previous suggestions. Subsequently, Mr. Cowan would spend a few hours

playing music and interacting with the system. During this exploratory portion of the
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Fig. 8.3: Composer’s secondary GUI.

session, Mr. Cowan would typically record his impressions in point-form notes, while

we provided our assistance on demand, and only in a technical capacity, for instance,

helping resolve any glitches with the system or providing clarifications when needed.

Afterwards, a discussion would be held, allowing Mr. Cowan to share the notes he

had made, and describe how the system could be improved for the following week’s

session. The composer would then take a few days to expand on the ideas contained

in his notes, before sending us a full report that typically included additional details

and explanations for his recommendations, and comments on the progress of the

pieces thus far. In the final weeks, as Mr. Cowan determined the system to have

reached a satisfactory state, and with fewer recommendations to make, he began to

immerse himself fully in the process of composition.

8.2 Outcomes

Seeing as our system had already undergone multiple design iterations, we did ques-

tion whether we would be able to reap the full benefits of participatory design, a

process typically held during the early stages of development. As such, our expec-

tations going into this collaboration were that Mr. Cowan would help us further

“tweak” the system, and comment on how useful the features were to the process
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of composition. However, somewhat surprisingly, the outcome of the collaboration

exceeded our expectations on both counts. First, in addition, to making recommen-

dations for improving existing system features, Mr. Cowan was the source behind

new additions to the system. For instance, he introduced the idea behind the mix

control feature, as he believed it could capitalize on head tilting motions better than

track panning, which, as described earlier, proved an unpopular mapping with the

musicians during the long-term deployment tests. Mr. Cowan reasoned that head

tilting would be better suited to attentive listening, as musicians often do in a studio

setting, as they lean their heads into one headphone at a time. In addition, he helped

us shape the reverb feature by designing the effect itself, and selecting its minimum

and maximum value. He also made recommendations to the design of the graphical

avatars, suggesting that “echo” waves be used to denote reverb levels, and that sound

waves denoting volume should indicate when the maximum level is reached (both

modifications can be seen in Figure 8.2). What is perhaps even more interesting,

however, is that Mr. Cowan began combining the features in ways we had not antici-

pated. For instance, he would often isolate one of the tracks using the track panning

feature, then use the dynamic volume and dynamic reverb to experience variations

in volume and reverb exclusively on that track. He also found that the usefulness of

each feature and their possible combinations varied throughout the different stages

of the compositional process, a topic he discusses in further detail in the following

section.

8.2.1 The Composer’s Report

After the final session, we requested that Mr. Cowan write a full report summarizing

his experience. In particular, we asked that he reflect on the process of collaboration

itself, his impressions of the final system, its effects on musical composition, and

whether he would consider using it in the future. Overall, Mr. Cowan found that

embodied interactions lent themselves particularly well to seamless experimentation

with various mix settings, which, in turn, helped facilitate the process of composition.

He explained that he previously had a tendency to avoid the post-composition mixing
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process:

“Almost every musician I know these days has some sort of recording software on

their computer, and thus has the ability to record and produce multi-track recordings

at home. Personally, I find all the clicking and computer-based activity in this to

drain my creative energy and make the process frustrating.”

In contrast, however, he found the ability to compose and mix simultaneously to

be particularly beneficial:

“Using the performance system here, I was able to get some great solutions for

these issues without having to do anything other than play my music in real time,

and move my body a bit. I was easily able to see which tracks sounded best panned

left, or right, or in the center; I was able to hear which textures were better off in

the foreground, and which sounded better off more “distant”, perhaps with a hint of

reverb; I was able to iron out how two musical ideas interacted one on one, and then

with a slight 90 degree turn, could hear how it then sounded with a third musical

idea in the mix.”

Mr. Cowan further detailed how certain features proved to be particularly well-

matched to specific stages of the compositional process:

“Other than dynamic manipulations to volume and reverb, the three features I

worked with also provided a logical succession for the creative process. Track panning

allows the ability to work on ideas one on one, by cutting out one of the 3 musicians

with a simple torso pivot. The mix control brings all 3 players into the mix, but with

the ability to pan your own part around to see how everything is blending/working

together. Then the spatialization is a good final step, fleshing out the music ideas

into their own space within the panning, and hearing how it works in a situation

that will sound closer to the eventual desired final product (be it a live performance

or a recording).”

In summary, he had a positive impression of the overall system:

“In conclusion, the features that this system offered were fun, useful, and helped

me come up with new musical and production ideas.”

However, he also offered important criticisms, explaining, for instance, that the

system’s current motion tracking technique may prove inadequate for instruments
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that require musicians to be seated, such as the keyboard. Furthermore, he antici-

pated that the lack of precise, numerical representation of the various levels effected

by the system features might make it more difficult to correctly re-create the mix

when working on the final, polished product.

The entire report, in its original form, can be found in Appendix A.

8.2.2 Reflections on the Participatory Design Cycle

In the end, we found that holding a participatory design cycle this late in the de-

velopment process to be rather challenging. Given the nature of its position in the

development chain, cooperative prototyping requires designers to become receptive

towards changing a systems to which they have, perhaps inevitably, grown quite

attached. Thus, having already invested considerable efforts in prototyping our sys-

tem, receiving and accepting extensive criticism was a daunting process. A key to

the success of our collaboration with Mr. Cowan was in regarding his role as that of

a true expert, one whose decisions and influence should be placed on equal footing

with those of the system designers. In turn, it was by allowing Mr. Cowan to take on

such an active role that we discovered that the usefulness of our system features ex-

tended beyond their intended context of distributed performance, and into the realm

of mixing and composition. Thus, by combining the system modifications designed

for Mr. Cowan with our improved features, the participatory design cycle resulted in

a new and unexpected artefact: a responsive environment for musical composition.

The following section highlights how this new artefact compares with existing tools

for mixing and recording.

8.2.3 Comparisons with Existing Solutions

Musical performance and mixing have traditionally been treated as separate pro-

cesses, which is natural since musicians can hardly be expected to step over repeatedly

to a mixing console or computer in order to adjust settings mid-performance. The

exception, perhaps, is the case where the computer is also the instrument. We use

the term “mixing” to denote “the adjustment of relative volumes, panning and other
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parameters corresponding to different sound sources, in order to create a technically

and aesthetically adequate sound sum” [41]. Digital audio workstations (DAWs)

continue to be the gold standard for audio recording, editing and mixing, with possi-

bilities that range from simple two-channel editors to complete recording suites, and

include both hardware and software components. However, the vast majority of sta-

tions continue to operate according to the same “multitrack tape recorder” metaphor,

utilizing mixing consoles that allow musicians to control multiple channels—each car-

rying an audio track—through pan pots, faders and sliders, or software solutions that

simply simulate such mixing consoles.

The drawbacks to such traditional mixing technology are that it significantly con-

strains composition activities that wish to mix musical input as it is being generated,

and its requirement of hands-on interaction is ill-suited to supporting musicians who

wish to exercise independent control over their mix during performance. In fact, in

spite of the tremendous potential afforded by the advent of digital audio, mixing in-

terfaces have changed very little in the decades following their introduction [41, 125].

As exemplified through such systems as Avid Technology’s Pro Tools, Apple’s Logic

Pro, Ableton Live and Steinberg’s CueBase, the software systems most commonly

used by professionals and amateurs alike take their inspiration from the mixing con-

sole: faders, knobs and sliders are considered standard tools for mix control [73].

However, although a number of systems have sought to facilitate or improve the

mixing process through novel solutions, most continue to reflect the console analogy.

For instance, while the Lemur2 and Dexter interfaces, both developed by JazzMu-

tant, offer multi-touch to allow users to take advantage of common pinching and

expansion gestures for added precision, their layout still emulates that of the mixing

console [41, 160]. As another example, the Cuebert system, which also utilizes a

multi-touch interface to allow for flexible display of dynamic and context-sensitive

content in the “high-pressure” environment of musical theatre, relies on a traditional

mixing board paradigm as well [125].

Nonetheless, a few alternatives have been proposed. For instance, Pachet et al.

introduced the concept of “dynamic audio mixing”, which offers listeners direct con-

trol over the spatialization of musical pieces [146]. To facilitate this process, while
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allowing users to move more than one sound source at a time, the authors employ

a constraint paradigm that aims to preserve the properties of the configuration of

sound sources that need to be satisfied in order to maintain “coherent, nice-sounding

mixings”. Such ideas were implemented through MusicSpace, a system whereby

speaker icons representing sound sources, and an avatar representing the listener,

can be moved graphically to induce real-time changes in the spatial arrangement of

an overall piece [147]. This work can also be seen as an example of the emerging ac-

tive music listening paradigm, which gives listeners the ability to mix and manipulate

the different constituent sources, or “stems”, of a musical piece on their own [175].

Similarly, Carrascal et al. developed an interface that allows its users to manipulate

spatially arranged sound sources, in an attempt to take into account modern mixing

technologies such as surround and 3D audio [41]. As another instance of alternative

mixing techniques, the waveTable is a tabletop audio waveform editor that combines

multi-touch and tangible interaction techniques, allowing users to manipulate sound

samples directly [162]. Furthermore, the Chopping Board allows users to “chop” and

re-sequence tracks through interaction with a physical “editing pad” that can detect

their gestures through a combination of infrared and touch sensors [122]. Another

example is Noisescape, a 3D first-person computer game where users can collabo-

ratively compose complex musical structures, by creating and combining elements

with varying physical attributes [83]. Finally, as previously detailed in Section 2.3.4,

the Sound Maker was designed to map a user’s location and movement to changes

in the pitch, tempo and volume of an electronically-generated percussive stream.

However, much like those inspired by mixing consoles, the systems described here do

not support simultaneous performance with an instrument and mixing by the same

user.

In contrast, the artefact that resulted from our collaboration with Mr. Cowan

allows for hands-free, seamless, dynamic control of musical parameters during per-

formance through the use of embodied interaction. Our responsive environment for

musical composition allows musicians to mix a live instrument simply by moving

around their space. As Mr. Cowan noted, the ability to play and mix instruments

simultaneously helped enhance the creative process, allowing him to experiment with



8 Participatory Design Cycle 183

various settings in real-time and, in turn, determine how an instrument might best

be integrated into a final piece. We note that our artefact is not necessarily meant

for producing polished, final works. Rather, it can help musicians experiment seam-

lessly with various mix possibilities during the process of composition, in order to

determine how an instrument might best fit among others in the final recording.

Nonetheless, we believe that our responsive environment for musical composition

could prove beneficial for musicians seeking alternatives to traditional mixing solu-

tions that may enhance their creativity during composition.
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Chapter 9

Release Candidate

The release candidate for the responsive environment for distributed performance

represents the culmination of all the design and development efforts described in

this dissertation thus far. Seen in use by a musician in Figure 9.1, the system

evolved from a simple idea to augment collaboration within the context of distributed

music, to an environment that offers musicians seamless, hands-free control over

their instrumental mix by capitalizing on simple, common interactions. Table 9.1

describes the importance of each development phase in helping shape the release

candidate. Furthermore, Figure 9.2 depicts the entire user-driven evolution of our

system, illustrating the origin of the various system features, and the impact of each

stage of user involvement.

9.1 System Features

The release candidate encompasses five features in total: dynamic volume, dynamic

reverb, mix control, track panning and musician spatialization, each of which we

detail and formalize in this section.
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Phase Outcomes

User Observations

• List of user behaviours

• Personas

User interviews

• List of performance criteria

Early Prototypes

• Introduction of dynamic volume in a co-present setting

• Formalization of performance criteria and corresponding evaluation
techniques

Alpha System

• Distribution of system across three locations

• Introduction of track panning feature

• Implementation of graphical user interface

• Design of dynamic graphical animations

Beta System

• Introduction of dynamic reverb feature

• Introduction of musician spatialization feature

Participatory Design

• Introduction of mix control feature

• Development of a responsive environment for musical composition

Table 9.1: Summary of the various project phases and the major project features
introduced by each.
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Fig. 9.1: A musician interacting with the responsive environment for distributed
performance.

9.1.1 Dynamic Volume

The dynamic volume feature allows musicians to affect each other’s volume levels as

follows: as one musician moves towards another’s virtual location, both can experi-

ence each other’s instruments as gradually increasing in volume. The converse holds

true as a musician moves away from another’s virtual location. To formalize this

feature, assume that M musicians located at virtual locations ~pi ∈ R, i = 1, . . . ,M

are each producing the source audio signal si(t). Each musician i sets their initial

base volume, vbasei . As such, all musicians receive an overall base mix of

mbase(t) =
M∑
j=1

vbasej sj(t) (9.1)

We calculate dmax
ij , a maximum possible distance between musicians i and j based

on the sizes of their local spaces. Note that the size of the local spaces can be

determined during the Kinect calibration phase, which each musician can carry out

independently, as will be explained later in this chapter. Subsequently, we define a

minimum threshold distance, tmin
ij , and a maximum threshold distance, tmax

ij , selected

as proportions of dmax
ij . When dynamic volume is in use, the new mix heard by each
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Fig. 9.2: Complete user-driven evolution of the responsive environment for dis-
tributed performance.
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musician i is calculated as

mi(t) = vbasei si(t) +
M∑
j 6=i

vijsj(t) (9.2)

where the volume of musician j as perceived by musician i is defined as

vij = f(‖~pi − ~pj‖) (9.3)

and f is a monotonically decreasing exponential function that maps tmin
ij ≤ ‖~pi −

~pj‖ ≤ tmax
ij to vmin

ij ≤ vij ≤ vbaseij , where vmin
ij is a value that is inversely proportional

to the dynamic volume sensitivity chosen by each musician i. We note that since f

is an exponential function, we can model a linear increase on the decibel scale that

matches the musicians’ expectations. A graphical representation of the feature can

be seen in Figure 9.3

Fig. 9.3: Graphical respresentation of the dynamic volume feature.
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9.1.2 Dynamic Reverb

The dynamic reverb feature allows musicians to affect each other’s reverb levels

as follows: as one musician moves away from another’s virtual location, both can

experience each other’s instrument sounds as gradually increasing in reverberation.

The converse holds true when a musician moves towards another’s virtual location.

To formalize this feature, assume that M musicians located at virtual locations

~pi ∈ R, i = 1, . . . ,M are producing each the source audio signals si(t). Each musician

i sets their initial base reverb rbasei , and their volume vi. As such, all musicians receive

an overall base mix of

mbase(t) =
M∑
j=1

(vjsj(t) + rbasej (t)) (9.4)

Reverb for each musician, ri, is calculated as

ri(t) = Gverb((si(t), rti, di)) (9.5)

where GVerb is a built-in SuperCollider reverb function that requires the reverber-

ation time in seconds, rt, and a damping value between 0 and 1, d, as its inputs.

We calculate dmax
ij , a maximum possible distance between musicians i and j based

on the sizes of their local spaces. Subsequently, we define a threshold distance, tij,

selected as a proportion of dmax
ij . When dynamic reverb is in use, the new mix heard

by each musician i is calculated as

mi(t) = visi(t) + rbasei (t) +
M∑
j 6=i

(vjsj(t) + rij(t)) (9.6)

where the reverb of musician j as perceived by musician i is defined as

rij = g(‖~pi − ~pj‖) (9.7)
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and g is a monotonically increasing linear function that maps tij ≤ ‖~pi− ~pj‖ ≤ dmax
ij

to 0 ≤ dij ≤ 1 and 0 ≤ rtij ≤ rtmax
ij . The value of rtmax

ij is directly proportional to

the dynamic reverb sensitivity chosen by each musician i. A graphical representation

of the feature can be seen in Figure 9.4

Fig. 9.4: Graphical representation of the dynamic reverb feature.

9.1.3 Mix Control

The mix control feature allows each local musician to change the mix of his instru-

ment with those of the remote musicians by tilting his head. Tilting to the left will

move the sound of his instrument, along with that of the musician whose virtual

location is to his left, entirely through the left headphone. The instrument of the

musician whose virtual location is to his right will be heard unaccompanied through

the right headphone. The converse holds true when the local musician turns his

head to the right. To formalize this feature, assume that M musicians located at

virtual locations ~pi = [xi, yi] ∈ R, i = 1, . . . ,M are each producing the source audio

signals si(t). Each musician i sets a base volume of vbasei and receives an overall

mix ~mi = (mLi,mRi), representing the left and right audio channels. As such, all



9 Release Candidate 191

musician receives an overall mix

mk(t) =
M∑
j=1

vbasej

2
sj(t) (9.8)

where k ∈ {L=left,R=right}. When mix control is in use, each musician i receives a

mix

mki(t) =
M∑
j=1

akij
vbasej

2
sj(t) (9.9)

where akij, a channel-wise mixing coefficient that depends both on the relative posi-

tions of musicians i and j, and the head roll of musician i, |φi| ≤ φmax, is defined as

follows:

• Let bL = −1, bR = 1.

• If i = j, or if sgn(φi) = sgn(xi − xj) (i.e. musician i tilts his head towards

musician j) , then

akij =

h(φi), if sgn(φi) = sgn(bk)

f(φi), if sgn(φi) 6= sgn(bk)
(9.10)

where h is a monotonically increasing exponential function that maps φ ∈
bk[0, φmax] to the range [1,1.25] (the upper limit of the range being a value

selected by Mr. Cowan), and f is a monotonically decreasing exponential func-

tion that maps φ ∈ bk[0, φmax] to the range [0,1]. Such a mapping allows the

remote musician towards whom the local musician tilts his head to come across

as slightly louder through the headphone corresponding to the direction of tilt,

and significantly quieter through the opposite headphone.

• On the other hand, if sgn(φi) 6= sgn(xi − xj) (i.e. musician i tilts his head
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away from musician j), then

akij =

f(φi), if sgn(φi) = sgn(bk)

1, if sgn(φi) 6= sgn(bk)
(9.11)

where f is the same exponential function described above. Such a mapping

allows the remote musician away from whom the local musician tilts his head

to come across as significantly quieter through the headphone corresponding to

the direction of tilt, while remaining the same through the opposite headphone.

We note that the value of φmax is inversely proportional to the sensitivity of the

mix control feature: a greater value requires the musicians to tilt their heads further

in order to experience the full effect. Through trials with the composer and the

musicians who participated in the long-term deployment, we determined that setting

φmax at 22.5 degrees proved satisfactory. A graphical representation of the mix

control feature can be seen in Figure 9.5.

Fig. 9.5: Graphical representation of the mix control feature.
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9.1.4 Track Panning

A local musician can isolate each of the tracks of the remote musicians by changing

his body’s orientation. Turning his body to the left will allow him to hear only

the instrument of the musician whose virtual location is to his left, entirely through

the left headphone. The instrument of the musician whose virtual location is to

his right will become silent. The local musician’s own instrument will continue to

sound the same, coming through both headphones. The converse holds true when

the local musician turns his body to the right. To formalize this feature, assume

that M musicians located at virtual locations ~pi = [xi, yi] ∈ R, i = 1, . . . ,M are each

producing the source audio signals si(t). Each musician i sets a base volume of vbasei

and receives an overall mix ~mi = (mLi,mRi), representing the left and right audio

channels. As such, all musician receives an overall mix

mk(t) =
M∑
j=1

vbasej

2
sj(t) (9.12)

where k ∈ {L=left,R=right}. When track panning is in use, each musician i receives

a mix

mki(t) =
vbasei

2
si(t) +

M∑
j 6=i

akij
vbasej

2
sj(t) (9.13)

where akij, a channel-wise mixing coefficient that depends both on the relative posi-

tions of musicians i and j, and the body yaw of musician i, |θi| ≤ θmax, is defined as

follows:

• Let bL = −1, bR = 1.

• If sgn(θi) = sgn(xi − xj) (i.e. musician i turns his body towards musician j),

then

akij =

h(θi), if sgn(θi) = sgn(bk)

f(θi), if sgn(θi) 6= sgn(bk)
(9.14)

where h is a monotonically increasing exponential function that maps θ ∈
bk[0, θmax] to the range [1,1.25] (a value again chosen by Mr. Cowan), and f
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is a monotonically decreasing exponential function that maps θ ∈ bk[0, θmax]

to the range [0,1]. Such a mapping allows the volume of the remote musician

towards whom the local musician turns his body to come across as slightly

louder through the headphone corresponding to the direction of the turn, and

significantly quieter through the opposite headphone.

• On the other hand, if sgn(θi) 6= sgn(xi − xj) (i.e. musician i turns his body

away from musician j), then

akij = f(θi) (9.15)

where f is the same exponential function described above. Such a mapping

allows the volume of the remote musician away from whom the local musician

turns his body to come across as significantly quieter through both headphones.

We note that the value of θmax is inversely proportional to the sensitivity of the

track panning feature: a greater value requires the musicians to turn their bodies

further in order to experience the full effect. Through trials with the composer and

the musicians who participated in the long-term deployment, we determined that

setting θmax at 22.5 degrees proved satisfactory. A graphical representation of the

track panning feature can be seen in Figure 9.6.

9.1.5 Musician Spatialization

The musician spatialization features allows a local musician to experience the remote

musicians’ instruments as spatialized sound sources within his own, local space. In

other words, the instrument of the local musician whose virtual location is to his

left will appear to come through the left headphone, while the instrument of the

musician whose virtual location is to his right will appear to come through the right

headphones. The spatialization effect is determined by the local musician’s body

orientation, and changes accordingly. To formalize this feature, assume that M

musicians located at virtual locations ~pi ∈ R, i = 1, . . . ,M are each producing the

source audio signals si(t). Each musician i sets a base volume of vbasei and receives

an overall mix ~mi = (mLi,mRi), representing the left and right audio channels. As
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Fig. 9.6: Graphical respresentation of the track panning feature.

such, all musician receives an overall mix

mk(t) =
M∑
j=1

vbasej

2
sj(t) (9.16)

where k ∈ {L=left,R=right}. When musician spatialization is in use, each musician

i receives a mix

mki(t) =
vbasei

2
si(t) +

M∑
j 6=i

akij
vbasej

2
sj(t) (9.17)

where akij is a channel-wise mixing coefficient within the range between 0 and 1

that depends both on the distance between musicians i and j, and the orientation of

musician i. We introduce the unit length vector ~ei, which points from the right to

the left ear. We set

akij =

(
1 + bk

(~pi − ~pj)
‖~pi − ~pj‖

· ~ei
)2

, (9.18)

with bL = −1, bR = 1. The scalar product between the difference vector and the

ear-connection vector is within the range [−1, 1], and the squaring ensures that the

overall energy of the source signal remains constant when orienting the head towards
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a musician.

Fig. 9.7: Graphical representation of the musician spatialization feature.

We note that since both track panning and musician spatialization rely on body

orientation, the two features cannot be used simultaneously. To prevent any errors,

our system has been designed to automatically disable one of the features whenever

the user chooses to enable the other.

9.2 Graphical User Interface

As described earlier, our responsive environment supplements shared video with a

simple graphical user interface that not only give the musicians complete control

over the system features, but also provides simple yet effective dynamic visual rep-

resentations of the state of their performance at a glance. Through our long-term

deployment with the three-piece band, and our participatory design cycle with the

composer, we were able to further simply our responsive environment’s GUI, which

was also updated reflect the latest version of our system.

First, the number of introductory screens was reduced from two to one, in order
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to help shorten the start-up process. When musicians launch our SuperCollider

software, they are now greeted with the introductory screen seen in Figure 9.8, where

they can enter the IP addresses of those wishing to participate in the distributed

performance. The system retains previous settings, allowing musicians to use the

same IP addresses from an earlier performance, rather than having to enter them

manually each time. The introductory screen also allows musicians to select the

features they would like to use during the performance, independently from one

another.

Fig. 9.8: Release candidate graphical user interface, introductory screen.

Once the parameters have been selected on the introductory screen, musicians

can press the ‘Next’ button to move to the main screen, seen in Figure 9.9, which

offers the following functionality:

• Calibrating the Kinect: Calibration only needs to be performed the first

time a musician uses the system, or if the Kinect has been moved. After

pressing the button, all a musician has to do is move around his space, making

sure to cover the extremities of the horizontal plane seen by the Kinect. The

latter can be determined by looking at the Kinect depth image viewer made

available to users during calibration, as seen in Figure 9.10. A fixed number

of sample points are collected, and used to determine the size of the local
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Fig. 9.9: Release candidate graphical user interface, main screen before the start of
the performance.

musician’s surroundings. These parameters are then used to map all locales

into the shared space and, in turn, calculate the musicians’ virtual locations

relative to one another. During the calibration process, the musician receives

progress information, and all other functions are disabled until completion.

• Starting and Stopping the performance: The alpha system required musi-

cians to first “connect” to the performance, and prevented them from starting

unless all participants had been connected, an undesirable side-effect our of

software implementation at the time. The process was considerably simplified

in the release candidate, which allows each local musician to join a perfor-

mance simply by pressing the ‘Start Performance’ button. Doing so informs

her if any other musicians have also joined the performance from their end, and

enables her to immediately begin interacting with them. Remote musicians are

assigned labels (e.g. ‘Musician 1’) that correspond with the IP address assign-

ment completed earlier on the introductory screen. In the case where no remote

participants are connected, the local musician can play her own instruments

and adjust her settings(as described below) while waiting for others to join the

performance. In addition, as seen in Figure 9.11, once pressed, the ‘Start Per-
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Fig. 9.10: Release candidate graphical user interface, main screen during calibration
process.

formance’ button turns into a ‘Stop Performance’ one, allowing the musician

to go offline at the end of the performance.

• Adjusting Settings: Musicians can set the volume and reverb levels of their

own instruments and microphones using the appropriate sliders. In addition, if

any of the musicians choose to turn on the dynamic volume or dynamic reverb

features, they can independently adjust these features’ sensitivities using the

corresponding sliders. After pressing the ‘Start Performance’ button, musicians

are also presented with a smaller feature selection screen (seen in Figure 9.12)

that allows them to independently change their selections mid-performance,

should they wish to alter the settings previously chosen on the introductory

screen.

• Dynamic visual information: Like its predecessor, the release candidate

also provides musicians with dynamic graphical representations of their inter-

actions with one another once they join a performance (see Figure 9.13). Such

representations have been updated in accordance with the feedback received

during the long-term deployment, and the participatory design cycle. First,

the avatar’s colours have been changed to better reinforce the metaphor of
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Fig. 9.11: Release candidate graphical user interface, main screen after the ‘Start
Performance’ button is pressed.

Fig. 9.12: Release candidate graphical user interface, feature selection screen.
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bodies seen from a top-down view. In addition, the label for the local musician

(previously set as ‘0’) has been removed, since each local musician can immedi-

ately infer that the middle avatar is hers based on our hardware configuration,

which places a monitor on either side of her in a three-way collaboration. As

per the composer’s suggestion, the sound waves were also assigned different

colours (ranging from green to red) to help musicians dynamically gauge the

upper limits of the changes induced by the dynamic volume features. Finally,

black ‘echo’ waves were added to represent reverb levels. Since, to the best

of our knowledge, no simple graphical representations of reverberation exist,

we determined through consultation with Mr. Cowan that such waves best re-

flected the echoing nature of reverberation. A closeup of the updated dynamic

animations can be seen in Figure 9.14

Fig. 9.13: Release candidate graphical user interface, main screen with graphical
animations.

Finally, software for the release candidate described here has been made available

to musicians on GitHub, at http://www.github.com/delshimy/RENMP. The mini-

mum hardware required by each musician to try the system (albeit without shared

video) is a computer and a Microsoft Kinect unit. Similarly, the responsive environ-

ment for musical composition, developed as part of our collaboration with Mr. Cowan,
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Fig. 9.14: A closeup of the graphical animations used as part of the release candi-
date’s graphical user interface.
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is also available for musicians to try at http://www.github.com/delshimy/REMC,

and shares the minimum hardware requirement of a computer and Kinect Unit. Both

software packages includes extensive installation and setup instructions, as well as

detailed user manuals, ensuring that those wishing to try our artefacts can do so

with relative ease.
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Chapter 10

Lessons, Recommendations and

Conclusions

While our efforts developing a responsive environment for distributed performance

successfully produced two novel artefacts, we consider the lessons learned through-

out the process to also be an important contribution of our work. At the onset of

this project, one of our goals could haven described as investigating the extent to

which traditional, iterative user-centered design principles, as typified by the works

of Norman [143] and Gould and Lewis [81], could be applied to the systematic de-

velopment of creative applications by designers who consider themselves non-artists.

However, as described throughout this dissertation, our user-driven design of a novel

interactive performance environment was met with a number challenges. In resolving

these challenges, we were able to investigate how various human-computer interac-

tion design techniques could be adapted to best fit our chosen application domain.

We believe that the lessons drawn from our work could be of value to interface de-

velopers working with unique users, such as musicians, dancers, artists or actors, or

on the support of creativity in various activities, such as performance, design, or

problem-solving. Our suggestions are particularly aimed towards developers wishing

to explore, understand or even augment artistic domains in which they would not

consider themselves to be experts. This chapter outlines our key recommendations,
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along with suggestions for possible future work and our final conclusions.

10.1 Lessons and Recommendations

10.1.1 User Involvement at Various Stages of Design

New musical interfaces are typically created by their own users as a means of exe-

cuting a specific vision, or conveying a well-defined message, the meaning of which

can, in some cases, only be fully realized through user engagement. In contrast, our

goal was not necessarily that of conveying a particular message, but rather that of

providing tools that would allow the artists themselves to create and share their own

message. While this could arguably be considered a design goal, deciding to facilitate

an existing practice is a rather broad objective to tackle, especially when progress

within such a practice may prove difficult to measure, as is the case with musical

performance, and when specific use case scenarios are not particularly widespread,

as is the case with distributed musical performance.

As a result, we opted to undertake every stage of the project from a strict user-

driven perspective. However, somewhat against our initial expectations, we found

that the level of user involvement exhibited a gradual but necessary shift throughout

the project’s life cycle. As described in Section 2.4, user-centered design involves

a one-way exchange of information, from user to developer, whereas participatory

design allows for a two-way exchange, back and forth between user and developer.

Given that we adopted a user-centered design methodology during the early stages,

followed by a long-term deployment and a participatory design approach towards the

end, the role of the user changed from passive to increasingly active as development

proceeded. Eventually, we even conceded our capacity as “experts” to the musicians

themselves, and instead viewed our role as that of facilitators, developing technology

to support the end users in executing their vision. Overall, maintaining such a fluid-

ity between the responsibilities entailed by the roles of user and designer was crucial

to the success of our efforts: it was only through the one-sided user observations,

interviews and early testing that we were able to develop simple prototypes that, in



10 Lessons, Recommendations and Conclusions 206

turn, became crucial towards grounding our collaboration with the three-piece band

during the long-term deployment, and the cooperative prototyping technique used in

the participatory design phase. These latter two stages were particularly significant

in shaping our release candidate in a manner we believe might not have been possible

had we exclusively employed a user-centered design methodology. Furthermore, an

important aspect of our role as facilitators was ensuring that user input was not

driven by idiosyncratic needs, which can readily occur when working within an artis-

tic context. In turn, this would allow any changes to the system to remain potentially

appealing and beneficial to a larger proportion of the demographic constituting the

target end user. This also necessitated that we negotiate clear boundaries such that

user suggestions for new functionality were reasonably feasible within the constraints

of available tools and technology.

10.1.2 Approaching the Design of a Novel System for Artistic or

Creative Use

Applying a systematic procedure to the design of novel technology intended for cre-

ative or artistic use can be a difficult endeavour. First, user needs are not easily

defined within such contexts. Thus, it is difficult to fully conceive of the system’s

functionality during the early stages of design. This, in turn, may complicate commu-

nication and collaboration with end users, especially if they have no prior experience

with comparable systems. Furthermore, common evaluation techniques, while suit-

able for evaluating metrics that may be indicative of overall usability, may prove

to be inadequate when exported to non-utilitarian domains. To resolve such issues,

we outline three key recommendations when designing novel creative tools from a

user-driven perspective.

• Validate the basics: Developers looking to support or augment creative or

artistic activities may encounter difficulties defining concrete user needs at the

start of a project, especially if the goal is to introduce technology that is com-

pletely novel to the typical end user. This does not necessarily imply that a

system may not come to serve a purpose. It does, however, mean that design-
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ers must first develop a thorough understanding of how users would normally

undertake the most basic aspects of the activities related in nature to the in-

tended system. In turn, such an understanding can serve as the foundation for

conceptualizing elementary system functionality, which in turn can become a

starting point for development, as was the case with our experience.

Despite the variety in age, musical style, and musical aspirations, none of the

musicians we worked with throughout the project’s life cycle had previously

participated in real-time distributed performance. This is not surprising, con-

sidering that typical Internet connections make online musical collaboration

rather difficult. Therefore, we could not anticipate the types of interaction

they would find useful or the problems they may encounter. We were able to

overcome this challenge by defining our system functionality in stages through-

out the project’s lifecycle, rather than entirely at once when we first conceived

of the idea of augmenting network musical performance. By starting out with

the first incarnation of dynamic volume, an easily understood function that

utilized simple motion in a co-present setting to affect one of the most basic

aspects of an instrument’s sound, we were able to rapidly prototype an environ-

ment exemplifying the basic notion of augmenting performance via performer-

performer interaction. In turn, such a prototype helped lay the foundation

for eliciting user feedback, and created a basis for subsequent discussions with

target users, which had previously proven tricky to ground. From this point

on, the system features increased in complexity only as a direct result of user

input, ensuring that all controls remained simple and mappings transparent.

• Investigate alternatives to “usability”: As described previously, one of

our goals entailed investigating the applicability of standard user-centered tech-

niques to the design of novel musical interfaces. Nonetheless, as early as our

user observation stage, it became apparent that several aspects of traditional

usability testing would not be applicable to the system we had in mind: evalu-

ation metrics for usability typically encompass such criteria as task completion

time and rate, error rate, accuracy and overall satisfaction [133] and, as a result,
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are closely tied to task-based design and evaluation. However, to what extent

could we suitably define a user task within musical performance, particularly

when the focus is on performer-performer rather than performer-instrument

interactions? And if musicians did not strictly need to take advantage of our

system’s features, how could we evaluate their level of satisfaction? Similar sen-

timents have, for some time, been echoed by a subset of the HCI community,

as demonstrated by the emergence of a “third-wave”, or experience-based ap-

proach to design that could adequately address both the hedonic and pragmatic

aspects of interaction. Nonetheless, the question remains of how to determine

which of these aspects are particularly relevant within the context of a specific

activity.

In our case, such challenges were exacerbated by the fact that our background

and knowledge as developers did not match those of our target end users. As

a result, we sought to investigate, in as systematic a fashion as possible, which

evaluation criteria would specifically fit musicians and their expectations. This

was accomplished, as described in Section 5.3, via early user interviews that un-

covered such benchmarks as enjoyment, creativity and self-expression as being

of utmost importance to musicians. Although such criteria may seem obvious

in retrospect, as non-musicians, we might easily have devised an entirely dif-

ferent list. Naturally, such a list would have, at best, been based purely on

assumptions. Therefore, we posit that extracting benchmarks directly from

the users themselves, by means of observations, discussions or interviews, can

be far more effective in producing accurate results.

As a result, we encourage developers interested in taking a user-driven approach

to design of non-utilitarian system to investigate alternatives to the traditional

notion of “usability” by uncovering and defining benchmarks specifically suited

to the activity at hand. In turn, such benchmarks can lead to a more reliable

evaluation of the system against the target user’s expectations.

• Tailor evaluation techniques to fit the nature of the project: Accord-

ing to MacDonald and Atwood, “[e]valuation has been a dominant theme in
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HCI for decades, but it is far from being a solved problem” [133]. The authors

further describe a lack of frameworks when it comes to evaluating the user

experience in a holistic manner that encompasses both the hedonic and the

pragmatic aspects of interaction. This is particularly evident in non-utilitarian

application domains: as described in Section 2.5, developers of creative or artis-

tic systems who find existing quantitative methods unsuitable for their needs

often resort to devising their own techniques. While this has contributed to

a lack of standards for design and evaluation, which has been criticized by

some within the context of music-oriented HCI, we argue that this, perhaps,

may simply be an unavoidable phenomenon: the user experience with playful

or creative interfaces is often marked by an idiosyncratic quality. As such,

while utilitarian systems can successfully be tested according to established

standards, perhaps the search for a “one size fits all” solution for third-wave

HCI may be considered futile. Instead, we propose that developers investigate

the possibility of adapting existing techniques such as those detailed in Section

2.5 to their needs, an approach also advocated by Kiefer et al. [112], or devis-

ing new ones if necessary. Selection from existing techniques may, in turn, be

motivated by several factors, including the availability of necessary tools, the

degree to which a technique’s intended context matches the one under exam-

ination, and the level of modification required to adapt a technique from one

application to another.

To give an example from our efforts, after defining our evaluation criteria such

as enjoyment, interaction with others, creativity and self-expression, we found

that, to the best of our knowledge, standardized methods for assessing them

had yet to be established. IJsselsteijn’s gaming experience questionnaire [97],

which largely encompasses questions on flow and immersion, proved a suitable

contender for the evaluation of enjoyment due to the breadth of behaviours it

examined. The GEQ was also chosen due to its inclusion of a component on

social presence, which, when supplemented with logged position data, helped

shed further light on the musicians’ level of interaction with one another. Fur-

thermore, the general nature of the GEQ’s questions meant that relatively little
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modification was necessary to adapt it to the musical context. The GEQ’s en-

during popularity in ludology also inspired us to devise our own questionnaires

based on the behaviours and values typically associated with self-expression

and creativity.

As another example, when it came time to transform our alpha system into its

next iteration, we decided against traditional, formal user tests with multiple

users, and opted instead to design a long-term deployment cycle with a fixed

set of users. The mixed research techniques used during this cycle allowed us

to supplement our quantitative questionnaires and logged data with qualitative

insight acquired via user discussions, thereby increasing the depth of feedback

we could elicit from our users. In turn, the quality of insight that were able

to gain from our target users contributed directly towards improving their

experience with our responsive environment.

10.1.3 Augmenting Computer-Supported Cooperative Work

As described at the beginning of this dissertation, our objectives with respect to

Computer-Supported Cooperative Work were to 1) support the creative, ludic and

spontaneous aspects of social interaction within a distributed context, and 2) ex-

plore whether distributed collaboration could improve on its co-present counterpart

by leveraging its underlying technology towards further assisting target users in effec-

tively accomplishing the task at hand. We sought to establish the former by adhering

to the user-centric philosophy advocated in the context of CSCW by Ackerman [1],

Rodden and Blair [161], and Cartensen and Schmidt [42], and that of musical per-

formance by Fencott and Bryan-Kinns [71] and Healey et al. [93], all of whom regard

successful collaboration as contingent on a thorough understanding of target partic-

ipants and their collaborative behaviours. In our case, this entailed observing the

interpersonal interactions of co-located performers, and subsequently eliciting the

specificities of these interactions by means of interviews. Having established cre-

ativity, enjoyment, self-expression and social interaction as the performance criteria

most valued by musicians, we consequently sought to understand and improve the
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ways in which we could better support such benchmarks in a distributed setting.

More importantly, however, we strove to capitalize on the knowledge we acquired

from our users during the early stages of the project to better address our second

objective. Namely, we wanted to examine how the shortcomings of distributed col-

laboration could be resolved in a manner that not only bridges the gap between

the co-present and distributed contexts, but also serves to further enhance those

aspects of the activity at hand that our users had deemed most valuable. The un-

derlying basis of telepresence research, the most prominent example of the “same

time/different place” category of CSCW, has been to engender, as best as possible,

a feeling of co-presence through the support of the non-verbal cues and gestures

that are typically poorly conveyed between remote participants. The problem with

such an approach is that it can only, at best, mimic co-location. Within the context

of network performance, a parallel methodology is perhaps best illustrated through

the breadth of research that aims to decrease latency and increase bandwidth as a

means of facilitating musical collaboration. We argue, however, that the goal of dis-

tributed systems should not stop at simply mirroring their co-present counterparts.

Distributed collaborative environments must, by nature, introduce a certain level of

technology to offer their users support over even the most basic aspects of coopera-

tion. As a result, we question whether participants stand to benefit from developers

leveraging the technology at their disposal towards augmenting the activities these

systems afford.

In our case, supporting audio sharing, the most elementary aspect of network

performance, meant equipping each location with tools that musicians do not require

under normal circumstances. With the addition of a Microsoft Kinect, we were able

capitalize on the computing power necessary to make distributed performance a

possibility, in a bid to present the network as a unique and appealing medium in

its own right to the less technologically inclined musicians. In the end, our goal of

augmenting an existing activity in a manner that utilizes existing, well-understood

embodied interactions helped the musicians perceive distributed performance as a

activity in which they would likely partake again, as expressed by members of the

three-piece ensemble at the end of our long-term collaboration.
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Furthermore, our work with the composer indicated that our system features

were useful to aspects of performance that extended beyond the relatively uncom-

mon distributed context, and into the more widespread scenarios of composition,

mixing recording. Thus, by exploring a specific activity under more challenging cir-

cumstances, we were able to gain insight on how it may also be improved under

less demanding conditions. As a result, we suggest that telepresence research could

similarly benefit from an approach that seeks to augment distributed collaboration,

rather than simply echo its co-present counterpart.

10.2 Open Issues and Future Work

10.2.1 Further Investigation of Latency

While our hardware configuration ensured a latency well below the established ensem-

ble performance threshold, we acknowledge that the average musician, who typically

has access only to a standard Internet connection, will experience different results.

Our latency session, held as part of the long-term deployment, was intended to give

us an idea of how well the system features would hold up under increasing latencies

that eventually placed our system into the realm of the Latency-Accepting Approach.

As described earlier, the musicians struggled to maintain a rhythm once the latency

reached or surpassed 100 ms, but nevertheless continued to use the system features.

A question worth investigating is whether the system features could themselves be

adjusted to better accommodate greater levels of latencies, or whether entirely new

features could be designed to address that issue. For instance, Schroeder and Rebelo

have indicated that different rhythmic landscapes were better suited to the nature of

the network and its inherent delays. As such, we question whether system features

that might encourage musicians to explore new rhythmic patterns would help them

not only adapt, but also further explore, the network itself as “a space for being”

[167].
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10.2.2 Additional System Features

In addition to features that may help musicians adapt to greater levels of latency,

we believe that our responsive environment could benefit from functionality of a

more artistic or inventive nature. As described above, an important aspect of our

role as developers throughout the long-term deployment and participatory design

cycle was to “reign in” user suggestions to ensure that they maintained a greater

level of general applicability than idiosyncrasy. However, given that our current

system has proven successful in supporting many practical aspects of mixing and

performance, we now have an opportunity to begin exploring more creative options,

such as the keyboardist’s suggestion for psychedelic video. We believe that this

would be best achieved through another participatory design cycle, as such features

would largely evolve according to an artist’s vision. These new additions may not

necessarily hold universal appeal, but rather serve to support artistic expression. As

such, we would need to explore and develop them on a case by case basis, creating

customized responsive environments for composers or ensembles wishing to explore

specific effects through embodied interaction.

10.2.3 Quantitative Studies with Release Candidate

The long-term deployment and participatory design cycles have allowed us to tailor

our system to meet musicians’ expectations, not only in terms of functionality, but

in overall quality of sound and interaction. As both the long-term deployment and

participatory design were held somewhat concurrently, the composer was able to

test and approve the band’s suggestions, and vice-versa. However, while we tried

to steer the musicians’ feedback towards improvements with a broad appeal, we

posit that our system could benefit from additional validation by means of standard

quantitative experiments with a greater number of users. Not only would this allow

us to gain additional insight into the system, but it would help shed further light on

the validity of our design process itself, and our decision to collaborate closely with

a small number of users, rather than test broadly with a larger population.
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10.3 Conclusion

A responsive environment for distributed performance, was designed to augment col-

laboration between displaced musicians. Through the use of five unique features,

dynamic volume, dynamic reverb, track panning, mix control and musician spa-

tialization, musicians are able to seamlessly create and alter individualized mixes

mid-performance, simply by moving around their space. By responding to changes

in position and orientation, our system allows musicians to utilize its features without

having to detach themselves from the primary task of music-making. Our responsive

environment also supplements shared video with dynamic visual representations of

the environment via simple graphical animations. To the best of our knowledge, our

solution is the only distributed performance system of its kind that simultaneously

1) exports the notion of “shared space” from the CSCW domain to the distributed

performance context, allowing musicians to perceive local and remote environments

as simple extensions of one another, 2) uses shared space as a means to restore the

spatialization of musical instruments that is inherent to the co-present context, yet

lost in the distributed one, 3) capitalizes on embodied interactions as a means of

control, and 4) offers performers the ability to affect one another’s sound parameters

through their interpersonal interactions. Together, such properties allow our respon-

sive environment to confer a greater level of co-presence than traditional solutions

for online performance.

Employing a number of user-driven techniques, our responsive environment has

evolved through several stages to reach its current incarnation. Following the man-

dates of standard user-centered design, we began with a thorough focus on the user

by means of observations, interviews and persona profiles. This information inspired

a number of early prototypes that, in turn, were used to elicit user feedback via for-

mal tests. Subsequently, we increased the level of user participation, first through a

long-term deployment and collaboration with a three-piece ensemble, incorporating

their feedback and suggestions at every stage. Questionnaires collected throughout

the collaboration proved that our system helped enhance the musicians’ sense of

enjoyment and self-expression. Furthermore, qualitative analysis of our discussions
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with the band members has shown that they found the system practical, and would

likely use it again. In addition, a participatory design cycle was held with a composer

who was asked to write a few pieces using our system in order to evaluate its creative

potential, and make suggestions for improvement. While the composer was aware of

the system’s intended use case scenario of distributed performance, he nevertheless

found the system features to be useful within the context of mixing and recording.

Thus, the result of the participatory design not only included, as expected, a series

of refinements and additions to our responsive environment, but also an altogether

new artefact: a responsive environment for musical composition.

Our efforts have enabled us to explore a unique and demanding form of computer-

mediated communication. Rather than attempt to imitate the co-present scenario,

as many telepresence or videoconferencing systems do, we chose instead to leverage

the technology inherent to the distributed context towards meaningfully augmenting

the activity at hand. The result was a system that helped musicians regard net-

work musical performance as not only a viable option, but one that is appealing

and exciting in its own right. Taking our inspiration from user-driven research in

Computer-Supported Cooperative Work, we placed the vast majority of our focus

on exploring the subtleties and complexities of our users’ collaborative behaviours,

rather than the system’s infrastructure. By seeking to understand musicians’ needs

under an extreme condition such as network performance, we were able to support

these needs in a manner that extended their intended context: as the participatory

design cycle illustrated, the system features we designed with help from end users

proved to be both useful and suitable for artistic expression during composition and

mixing, a far more common and widespread scenario than distributed performance.

Our choice of user-driven approach also necessitated that we tailor all design

benchmarks and evaluation techniques to the exacting nature of musical perfor-

mance. However, the challenges we encountered in terms of user understanding and

system evaluation are by no means unique to the context of musical performance,

but inherent to many creative and artistic domains. Therefore, we believe that our

approach to resolving those challenges can be of use to interface developers looking

to acquire a deeper understanding of the user experience that the traditional notion
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of usability alone does not necessarily afford.
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Appendix A

Full Report by Steve Cowan,

Composer

My time with the performance system currently in development by Dalia El-Shimy

was an eye-opening and fun experience. With various music-making programs and

devices becoming more affordable and readily available to all musicians, as well as

modern developments in motion sensory technology with respect to things such as

videogame systems, the idea of combining these two worlds is one that is full of

potential.

My original understanding of the system was that it was meant to connect multi-

ple musicians playing together, all in different locations or rooms. Each player would

then have the ability to manipulate the mixes or levels of what they are hearing,

through motion detection software and other various features. As a music teacher

myself who has experimented with teaching via Skype, this idea has obvious benefits

of connecting people who can’t otherwise be in the same physical space, but also

comes with the inherent issue of lag and stable Internet connection.

So, I entered the experiment as a solo musician with the hopes of refining the

features and finding other useful situations for the system. I did this with the aid

of another piece of technology that I use quite often, called a “Loop Station”. This

device allows me to have pre-recorded tracks playing while I perform on an elec-
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tric guitar in real time. With separate outputs, I then plugged the different tracks

into the system individually, thus creating an environment that simulated a 3-person

interactive experience. This allowed me to experiment with the features more effi-

ciently, as I would not have to coordinate little experiments with other people and

could control it all from the interface in front of me. It also gave me a new perspec-

tive of how the system could be used by an individual, or home studio “producer”,

a music making approach that is more popular now than ever.

This approach led to certain realizations about how the system can be used, and

what situations it would be most useful in. While it could work in a live in-studio

recording session, or perhaps rehearsing material that the musicians are already fa-

miliar with, the motion-manipulation seems to offer the most advantages to musicians

who are in the early stages of the creative process.

For example, if a small group of musicians have a rough sketch for a new piece of

music planned out but the specifics of individual parts need refining, the means of

manipulating what one hears through simple body motions is extremely convenient.

If player 1 is trying out some ideas and wants to hear more or less of the other

players, they can simply walk forward or backward instead of stopping the music

and manually adjusting some faders. This allows for each musician to isolate either

their part, or the other musician’s parts, through simple body motions. They will

hear how all different mixing approaches or different volume levels can affect the final

product - and thus will influence the creative decisions they make in the process.

As a single musician, these features basically helped cut out a tedious process that

I often avoid. What I mean is this: almost every musician I know these days has

some sort of recording software on their computer, and thus has the ability to record

and produce multi-track recordings at home. Personally, I find all the clicking and

computer-based activity in this to drain my creative energy and make the process

frustrating. As soon as I got my previously mentioned Loop Station, and thus was

able to record multiple tracks instantly by simply tapping my foot on this pedal, my

creative output skyrocketed.

On that note, even though I was creating much more original music and at a

higher caliber, I was still avoiding the next step of recording, mixing, and making
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the final product more presentable to a typical listener. This is because the click-

based activities of controlling things like levels / panning within recording software

was equally unappealing to me.

Using the performance system here, I was able to get some great solutions for

these issues without having to do anything other than play my music in real time,

and move my body a bit. I was easily able to see which tracks sounded best panned

left, or right, or in the center; I was able to hear which textures were better off in

the foreground, and which sounded better off more “distant”, perhaps with a hint

of reverb; I was able to iron out how two musical ideas interacted one on one, and

then with a slight 90 degree turn, could hear how it then sounded with a third

musical idea in the mix. It provided more clarity and depth than what my Loop

Station offers as far as coming up with new ideas, and also, gave me insight on

how to start the “mixing” or post-creative production aspect of releasing recordings.

With the system working hand-in-hand with a recording program, some people with

undoubtedly take it a step further and have the “mix” and “levels” be determined

within a live-performance, based on how the performer moved during the recording.

Other than dynamic manipulations to volume and reverb, the three features I

worked with also provided a logical succession for the creative process. Track panning

allows the ability to work on ideas one on one, by cutting out one of the 3 musicians

with a simple torso pivot. The mix control brings all 3 players into the mix, but with

the ability to pan your own part around to see how everything is blending/working

together. Then the spatialization is a good final step, fleshing out the music ideas

into their own space within the panning, and hearing how it works in a situation

that will sound closer to the eventual desired final product (be it a live performance

or a recording), while also having some manipulations available to you if you walk

around within the simulated space.

In conclusion, the features that this system offered were fun, useful, and helped

me come up with new musical and production ideas. However, for use by a singular

musician, it needed to be used in combination with something else. I happened to

have my Loop Station, but for those who don’t have such a pedal, the system would

have to be some sort of add-on available to various recording software. Another
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obvious criticism would be its use for musicians or instrumentalists who are required

to be more stationary while playing. Luckily, electric guitar is easy and natural to

move around. Other motion-detecting approaches would have to be put in place for

a keyboardist, for example.


